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Abstract:

This research proposes a novel five-parameter statistical distribution called the Beta Transmuted Mukherjee-Islam
(BTM-I) distribution. This distribution has been developed to enhance the capability and flexibility of statistical
modeling for various data characteristics. It integrates the Beta technique and the quadratic rank transmutation map
method with the Mukherjee-Islam distribution. The proposed distribution encompasses several competing models as
special cases and is characterized by five parameters, making it more flexible in representing diverse data types.

The study derives the mathematical properties of the new distribution, including moments, moment generating function,
mean deviation, order statistics, and reliability analysis. The estimation of the parameters is performed using the
Maximum Likelihood method (MLE). The accuracy of these estimators is evaluated through an extensive simulation
study of key performance metrics like Bias, Standard Error (SE), and Mean Squared Error (MSE). Crucial measures for
assessing confidence intervals, such as Coverage Probability (CP) and Coverage Length (CL), were also utilized. The
results demonstrated that the maximum likelihood estimators were consistent and the obtained CP and CL values were
satisfactory, confirming the reliability and effectiveness of the estimations.

The study also includes a practical application to three real-world datasets to illustrate the significance, efficiency, and
utility of the proposed distribution. The performance of the BTM-I distribution was compared to that of several
competing statistical models. The results conclusively showed that the BTM-I distribution possesses superior flexibility
that enables it to effectively model various types of data and outperform the competing models. These findings confirm
that the BTM-I distribution is a robust and effective tool and represents a valuable addition for statisticians and
researchers across multiple fields.
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1. Introduction

communications, life-testing and many others.
The well-known and fundamental distributions,
such as exponential, Rayleigh, Weibull and
gamma, are still quite limited in terms of some
characteristics and capability of showing wide
flexibility. For example, the exponential
distribution is capable of modeling with constant
hazard function, whereas the Rayleigh distribution
has increasing hazard function only. However, the
Weibull is much
2. To derive a number of possible statistical
functions for the new (BTM-I)
distribution such as the cumulative
distribution function, probability density
function, survival function, hazard rate
function, odds function, quantiles
function, as well as deriving a number of
possible statistical ~properties of the
distribution, such as the moments, the
function generating the moments, the
mean and median deviations, entropy,

order statistics.

3. To estimate the unknown distribution
parameters using the maximum
likelihood method.

4. To study the performance of the
Maximum Likelihood Estimators for the
parameters of the (BTM-I) distribution
using simulation by SAS program.

5. To investigate the confidence intervals
for the parameters of the new
distribution.

6. The importance and flexibility of the proposed
distribution are illustrated by application to
two real data sets.

Significance of the Study

Probability distributions are considered the base of
all statistical methods and applicative.

Since there is a clear need for extended forms of
these distributions, a significant progress has been
made towards the generalization of some
Researchers resort to generalizing the most
efficient, flexible, and appropriate
distributions for the data in order to obtain
the lowest estimated value for the
parameters of the new distribution among
other basic distributions.
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flexible and capable of modeling with increasing,
decreasing or constant hazard function.

This indicates that there are instances where
classical ~ distributions do not provide
adequate fits to real data. It is due to this
shortcoming that several probability
distributions have been developed by
introducing one or more parameters to
generate new distributions. In literature, new
families  of  distributions  have  been
developed by introducing shape parameters
to control skewness, kurtosis and tail
weights, thus providing great flexibility in
modelling skewed data. In this study, the
genesis of the Beta distribution and
quadratic rank transformation map (QRTM)
presented by Buckley et al. (2009) is used to
develop the so-called transmuted
Mukherjee-Islam distribution and obtain a
new distribution called Beta Transmuted
Mukherjee-Islam (BTM-D). Specialized
statistical programs have contributed to the
calculation of mathematical and statistical
properties, and this has led to an increase in
these generalizations, which in turn has
increased the number of statistics researchers
attempting to develop new distributions.

Statistical distributions play a vital role when it
comes to description and prediction of real data in
various research areas such as engineering,
financial modelling, economics, biological and
reliability studies. The recent development in
distribution theory focuses on problem-solving
issues facing researchers and proposes a variety of
models that can better investigate and assess
lifetime data sets across different applied areas. In
other words, there is a need to introduce more
efficient models capable of exploring the real
phenomenon of nature. Nowadays, the trends and
practices in proposing new probability models
totally differ in comparison to the models
suggested prior to 1997. One main objective of
proposing, extending or generalizing (models or
their classes) is to explain how the lifetime
phenomenon arises in fields like physics,
computer science, insurance, public health,
medical, engineering, biology, industry,
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The Beta-G class of distributions generalizes
a base distribution G, whose cumulative
distribution function cdf is given by G(x).
Specifically, when the parameters a and b
are both equal to 1, the cdf of the Beta-G
distribution simplifies to G(x), effectively
coinciding with the primitive distribution.
The inclusion of the additional parameters a
and b allows for the introduction of
skewness and provides control over the tail
weights of the distribution. This added
flexibility in well-known distributions and
their successful application to problems in
areas such as  engineering,  finance,
economics and biomedical sciences, among
others. Consequently, the development of
new  generalizations to  improve  the
goodness-of fit of classic distributions is
necessary to obtain estimators for the
parameters that have less values compared
to sub-models. The importance of this study
lies in developing a new generalization of
the transmuted Mukherjee-Islam
distribution, which will be called the Beta
Transmuted Mukherjee-Islam and applied to
a set of real data.

Key terms and definitionsBeta-Generated

Eugene et al. (2002) first introduced the
class of generalized Beta distributions
through its cumulative distribution function
(cdf). This cdf serves as the foundation for
defining this versatile family of probability
distributions. The cdf of the generalized Beta
distribution is expressed as:

where G(x) is the cdf of a parent random
variable and the Beta function is:
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Statement of the Problem

Probability Practical applications in various
fields of applied sciences have shown that
many of the continuous basic distributions
do not have enough flexibility. To get more
flexible distributions, many researchers have
proposed new generalizations for the classic
distributions via quadratic rank
transmutation map. In this study the genesis
of the Beta distribution and transmuted map
is used to develop the so-called Beta
transmuted Mukherjee-Islam distribution
through inserting additional shape
parameters to propose a new distribution that
is expected to be highly flexible and
efficient.

Objectives of the Study

This study aims to achieve the following

objectives:

I. To develop a new (BTM-I) distribution
by adding two extra shape parameters for
the cumulative distribution function in
transmuted Mukherjee-Islam to provide
more flexibility to the generated family.

1
B(a,b) = f x4 1(1 —x)P~ 1 dx.
0

- 1 o 1 b-1
— a— — —
F(x)—l.),(a‘b)f0 t*11-0Ptdt,a>0b>0 (1)

Where |A] <1 is the transmuted parameter and
F(x) is the cdf of the base distribution. This
added flexibility allows for adjustments in the
shape and characteristics of the resulting
distribution. The parameter A influences the extent
of the transformation: when A = 0, the new
distribution is identical to the base distribution;
when A > 0, the new distribution tends to be more
right-skewed; and when A <0, it leans towards left-
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The Beta-G class of distributions generalizes a
base distribution G, whose cdf is given by G (x).
Specifically, when the parameters a and b are
both equal to 1, the cdf of the Beta-G distribution
simplifies to G (x), effectively coinciding with the
primitive  distribution. The inclusion of the
additional parameters a and b allows for the
introduction of skewness and provides control
over the tail weights of the distribution. This
added flexibility in shaping the distribution makes
the Beta- G family a powerful tool for modeling
observed data. The original distribution with cdf
G(x) is often referred to as the primitive
distribution. The cdf of Beta-G can be rewritten
as:

B (a,b)

F(x) = Ig(x)(a, b) = B(a,Db)

where Bg(y)(a,b) denotes the incomplete
Beta function.
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G(x) =F(x)(1+ 1) — AF(x, )2

gx)=f(x)(1+ 21— 21F(x)).

G(x) =F(x)(1+ 1) —AF(x, p)2.

gx) = f(x)(1 + A —2AF(x)).

Where |A| <1 is the transmuted parameter and
F(x)is the cdf of the base distribution. A random
variable Xis said to have transmuted Mukherjee-
Islam distribution ~ with  parameters p > 0,6 >
0 and |A| < 1,ifit has the cdfis

Glx) = (g)p (1 Yy (g)p) )

the corresponding pdf of the transmuted
Mukherjee-Islam distribution is given by

glx) = e%xp_l (1 +1-22 (g)p) .| (6)

3 Beta Transmuted Mukherjee-
Islam Distribution
Generalizing distributions have been

frequently discussed in statistics in terms of
problems of trying to fit and model observed
data in various areas. A generalized class of
the Beta distribution was first given by
Eugene, et. al (2002), where the Beta
Normal distribution was introduced as a
generalization of the Normal distribution. A
class of generalized distributions F(x) has
received considerable attention over the last
few years, particularly after the studies of
Eugene, et. al (2002) and Jones (2004). If
F(x) denotes the baseline cdf of a random
variable, then the Beta generalized distribution is
defined as

6 =(5) G
900 = P, @

which is one of its most important properties in
reliability analysis. Its mathematical form is
simple and can be handled easily, and this is the
reason for preferring it over other more complex
distributions such as normal, weibull, Beta etc. A
random variable X is said to have a Mukherjee
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skewed. The QRTM has been successfully applied
to various base distributions, such as the normal,
exponential, and Weibull, leading to the
development of new distribution families with
potential advantages in modeling real-world
phenomena.

Preliminaries
1 Mukherjee-Islam Distribution

Mukherjee-Islam distribution was introduced by
Mukherjee and Islam (1983). Many researchers
have considered the Mukherjee-Islam model as a
lifetime distribution and applied it in various areas
of statistical applications. Siddiqui (1992), for
example, studied the physical properties of the
Mukherjee-Islam distribution and discovered that
the distribution could be monotonic decreasing
and exhibit unimodal failure rates. The
modification of Mukherjee-Islam distribution was
discussed in Siddiqui et al (1997) where Lawless's
approach was applied (see Lawless, 2011). It is
finite range distribution, shaping the distribution
makes the Beta- G family a powerful tool for
modeling observed data. The original distribution
with cdf G(x) is often referred to as the primitive
distribution. The cdf of Beta-G can be rewritten as:

Beoo(a b
F(x) = Ig00(a,b) = %

where Bg(yy(a,b) denotes the incomplete
Beta function given by:

G(x)
Beo(a,b) = f t 11—’ 1dt,a>0,b>0, (2)
0

and I)(a,b) is the incomplete Beta ratio
function.

Quadratic Rank Transmutation Map

The Quadratic Rank Transmutation Map
(QRTM), which was proposed by Shaw and
Buckley in 2007, is a method for creating
new probability distributions from existing
ones.

This technique involves a simple
transformation that adds a quadratic term,
controlled by a parameter (A), to the base
distribution's cdf; the cdf and pdf of the T-G
family of  distributions are  defined,
respectively, by:

2026 | 1] axdi | 5 alaaly  JHS
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(6 peaa)” |

B(a,b)(a +))

% h—1
=Z(—1)’( j

-
1l
-y

F(x) = Ig(ab)
@)
G(X)  q— -
= B(;b) Jy et - bt e,
F(x)
7 (142-2(%)°
T ) sy |
- t)b~tae,

where x>0,p>0,0>0,|1|<1,a>0,

and b > 0. The cdf can be expressed in a closed
form using the hypergeometric function (see
Cordeiro and Nadarajah 2011) as follows:
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Islam distribution if its cdf and the probability
density

Wherep,0 >0 and 8 > x > 0. Here
p and 6 are shape and scale parameters.

(6 (+2-26)))
ZB(aD) .2F1[a,1—b,a

+1;(§)p <1+A—A(g)p)] (9)

F(x) =

2 Transmuted Mukherjee-Islam Distribution

Recently, many authors used the
Transmuted Generalization (T-G) family to
propose new generalizations of some well-
known distributions. For example, Aryal and
Tsokos  (2009) defined the transmuted
generalized extreme value. For a detailed
study on the general properties of the
transmuted family of distributions, one can
see  Bourguignon, Ghosh and Cordeiro
(2015). Consider a baseline cdf and pdf.
Then, the cdf and pdf of the T-G family of
distributions are respectively, defined by:

By compensating for g(x) and G(x) in (10)
we get the pdf of the BTM-I distribution
given by

Where (6 > 0) is the scale parameter and its

p,a,b,A > 0 are shape parameters. Note that
By(a,b)

" B(ab)
function, and By, (a, b) = fg t (1 —t)’1de
is the incomplete Beta function, B(a,b) =

LOF®) S the Beta function and I'(.) is the
I'(a+b)

gamma function.

is the incomplete Beta ratio

Mathematical and Statistical Properties

1. Survival Function
The probability density function (pdf) of the Beta
transmuted Mukherjee-Islam distribution has the
form:

fO) =22 6] 1 -6 | (10)

B(a,b)

S(x)=1-F(x)

(6 (ra-4)))

a B(a,b) (15)

S(x)=1-

fO) = sam o x? (1+2-
2@ (1+2-26))] [1-

@) (ea-2)N)] an

«2F1 [a, 1-ba+1; (g)p (1 +A- A(g)p)]
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where x > 0,0 >0 is the scale parameter,
and the shape parameter is p > 0.

Mixture representation

In this section we find the series representations of
the cdf and pdf of the BTM-I distribution, which
will be useful for studying its mathematical
characteristics. As we shall see, both the pdf and
cdf of BTM-I distribution can be expressed in
terms of the Mukherjee-Islam distribution. By
using (7) and the power series expansion of
(1—1t)P71, we get:

1 G(x)  4—
F(x) = FaD) fo A

a+j 12
P dt = X2, (—1)) (b—_l)% (12)

J a+j
. . . p-1\ _ TI(b)
with the binomial ( i ) = To5 term
defined for any real. Hence, (12) reduces
626
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Wkt
o . B ) ) .
=S () e

and g(x;0,p(k+1)) is the Mukherjee-
Islam pdf with scale 6 and shape p(k + 1)
parameters. If b > 0 is an integer, the index
b >0 in the sum stops at b — 1, and ifais
an integer, then the indicesk and [ in the
sum stop at a+j. Thus, several
mathematical  properties of the BTM-I
distribution can be obtained simply from
those properties of the exp-G family.
Equations (13) and (14) are the main result
of this section.

1. Survival function

Survival function S(x) is important in calculating
system’s survival probability. Let X be a
continuous random variable having cdf F(x) and
pdf f(x), mathematically

5. Moments and Moment Generating Function
Moments are necessary and important in any
statistical analysis, especially in applications.
It can be used to study the most important
features and characteristics of a distribution
(e.g. mean, dispersion, skewness and
kurtosis). Using the equation (2.34), the
r"moment of the BTM-I random variable
is given by:

E(x") = f_ooxrf(x)dx

The Beta Transmuted Mukherjee-Islam Distribution: Estimation and Applications

2. Hazard Function
The mathematical formula for hazard function
which is otherwise called failure rate is: h(x) =
f& .
S’
the BTM-I distribution as:

so, we obtain the hazard function of

h(x)
+0 ,PUeHD -1

pk
Yki=0 Wit FHGD)

(6 aeaGD)

Y ICD) 2Ftfa1-ba+1(5) (1+2-2(3))]

where 0 <x <6, p>0,b>0,a>00>0

3. Reversed Hazard Function
The mathematical formula for reversed
hazard function is:

169
F(0)

So, we obtain the reversed hazard function
of the BTM-I distribution as

r(x) =

r(x) =

D ,PUeHD -1

Zkl =0 Wkt Pe(p(k

(6 (r2-26)))

s e1-ba+ () (1+2-2(5))]

4. Odds Function
The mathematical formula for odds function
is
_F(x)
0(x) = SOy o)

o]

E(x™) =f X Z wi £(x: 0, pCk + 1)) dx
% kl=0

_ fo X i Wi (k+l) (e)p(kH) dx

® gl=0

Again, using the binomial expansion of

(6 (o)™

B(a,b)(a+))

,we have

X c (k + Dp
_szZ p(k+l)+r (16)

k,1=0

flx) = Z wia g(x:0,p(k+1), 0<x<89,

k,1=0

The moment generation function (MGF) of a
random variable X is defined by:

627

f00) = Z wa ZEHD oy

p(k+l)
K1=0 o (14)

0<x<@,
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The pdf of the i" order statistic for the Beta
transmuted ~ Mukherjee-Islam  distribution  is
given by

Zainab Ali Ahmed Farhan

fin(x)

s W 5 ()

B(Ln—L+1)()(§:Wkl(k+l p(kH)l)

k,1=0

i) [F(x)]i+s—1

M,(t) = E(et*) = fe“‘f(x) dx
where 0<x<6,p>0 b>0,

a>0, 6>0.

TR (=S l) [Zz?l oWt (k +

l) (g)p(k-"l)_l ]l+S 1

So, we obtain the odds function of the BTM-
I distribution as

P
Writing u = (g) , fin(x) canbe expressed as

1 g0
fin(x) = —B(i'nziiﬂ) > (ZRi=owia (k +
l) u(k+l)—1 )*

n-i . 0 i+s—-1
vt 1)[2 wia (k + 1) u<k+’>-1] .an
s=0 k,1=0

0(x) =
(@ [y ) arifat-bari(Z) (1+4-2G )
P (1pa-a(®)? :
A CT) o farmsaene (sei-s
where 0<x<6,p>0,b>
0,a>0,6>0.

we note that in (17) we can write

oo [e0]
Z Wi uletD=1 = Z Wy, * um
k,1=0 m=0

D wia G+ DUt = N oyt um

k,l1=0 m=0

(k + Dpt'e*

MO = T+ Doy’

6. Entropy

An entropy gives a measure of variation of
uncertainty for a random variable X with the pdf
given by f(x). The two most popular measures
of entropy are Shannon entropy, (see Cordeiro and
Nadarajah 2011) and Rényi entropy, (see Jones
2004). The Rényi entropy is defined by

0
IRw) =1 —-v)tlog U f”(x)dx].
0

Quantile's function is in wide spread use in
statistics and often find representations in
terms of lookup tables for key percentiles.
The quantiles function of a distribution is the
real solution of F(x,) =q for0>q>1.

The quantiles of the BTM-I distribution are
obtained from cdf (9) as:

Xq

~o|(1+2
(15)

1

+ J(1 + )2 —4A(I, a, b])) /2/1] ’,

where I,”%(a,b) is the inverse of the
incomplete Beta function and u~U(0,1)
with parametersa and b. The following
expansion for the inverse of the Beta
incomplete

and cdf'is given by

Accordingly, Rényi Entropy can be expressed for
Beta Transmuted Mukherjee-Islam distribution is
defined by

JHS 2026 | 1] asadi | 5 alaal)

n

Fin() = Y (1) FQOII1 = F)I"™

k=l

e 1 i-1 n-—i
:jo Ban—itn 11—
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Where Wy, " = Y ik+1=m Wi - Further,
from Gradshteyn and Ryzhik (2000), for any
positive integer r

The Beta Transmuted Mukherjee-Islam Distribution: Estimation and Applications

) =(1-v)~"

oo r oo
<Z akuk> = Z d, ruk, (18)
k k=0

=0

v
( o >v p?@1+(-1+kp+Ip) ((k+l)9—((k+l)p))
*log Wi :
k1=0

1+ (—1+kp+iph

where  the  coefficients d,,, fork =
1,2,..,can be determined from  the
recurrence equation

k

drie = (ko)™ Y [+ 1) = Klaydrjm (19)

m=1

7. Order Statistics

Let Xy, X5, X3,... , X, be a simple random
sample from the BTM-I distribution with
cumulative  distribution function (9) and
probability  density  function (11). Let
X1,X5,X3, ... ,X, denote the order statistics
from this sample. The pdff;,(x)of i*"

order statistics X ;) is given by

and d,o=a,” . Hence, d,)comes directly
from d,p,..,drx—qy and, therefore, from
ag, -,y . Using (18) and (19) it follows that

fin(x) = m;(—1)5+1 (ns— i)

__ 1 i -
fl,n(x)_B(i’n_i_l_l)g*( 0mwm u >
m=

. Z Z mdi+s—1,t""*,t""*m p(m+1t) (f)p(mﬂ)_l
m+t 0 0

n—i . 0 i+s—-1

n—i m
D0 (YD disame ] .
s=0 s k=0

Where

finG) = ) > cilm,£) gCx: B, (m + Op),

m=1lt=0

di+s—1,m = (m Wy *)_1

k

x Z([q(i +5) = mWn " digs_1m—q);

q=1

diys—10 = (Wo )71

: (6 (er-26)))

= Qe (b ; 1) Ba,b)(a+))

=

j i+s—1

Combining terms, we obtain

_ p 1
i) = g =iy Do"
n-—i i o
n—i
_1\s+1
S0 (7 5 S mt s
s=0 m=lt=0

3.2 Asymptotic Distribution of MLE

Since consistency is regarded as a weak
positive property, and since in statistics one
usually wants some idea of the distribution
of the estimator, it is important to go beyond

629

where g(x: B, (m + t)p)denotes the pdf of a
Mukherjee-Islam distribution with
parameter 8 and (m + t)p

ci(m,t)

n-i

~B(n i i+1) ((Zuim:)) Z(‘”S“ (ns_ i) dits-1t

5=0
3.Estimation and Inference on the Parameters
of the Beta Transmuted Mukherjee-Islam
distribution

3.1 Maximum Likelihood Estimation

The most general method of estimation is known
as maximum likelihood (ML) estimators, which
was initially formulated by Gauss. In the early
1920, Fisher firstly introduced ML as general
method of estimation and later on developed by
him in a

series of papers. He revealed the advantages
of this method by showing that it yields
sufficient estimators, which are
asymptotically MVUES. Thus, the
important feature of this method is that we
look at the value of the random sample and
then select our estimate of the
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+(a—-1) zn: log (g)p 21

+(a - 1)ilog<1+l—7\(g)p>

oo (Srals-G) 104-146))

We differentiate  (21) with respect to
p,0,A,aand b respectively to obtain the
elements of  score vector a(g;;:)) =
(6(1(<P)) o(l(p)) all(p)) d((e)) 6(l(<p)))

ap ' 80 ' 9A ' da ' b

Xq

~o|(1+2 1

+ \/(1 + )2 =421, a, b])) /2/1]_10,

2. Set initial values for the parameters
(po, 6o Ao, ag, by).

3. Select a random sample from a BTM-I
distribution F(x;p,0,4,a,b) of size n
(say, 10, 30, 50, 75, 100 and 150).

4. Substitute the values obtained in Step (3)

nto the likelihood equations.
Subsequently, solve these equations
using the  Newton-Raphson iterative
method.

5. The solutions that we obtain in step (4)
are the maximum likelihood estimators
of p,6,,aand b say (p,, 0o Ao, ao, bo)
for the samples obtained in step (3).

6. Then compute the bias, mean squared

errors and standard errors of the MLEs

for the two thousand samples obtained in
step (3). The standard errors (SE) are
computed by inverting the observed
information matrix. Bias and MSE are
given by:

Bias(p) = (¢ — @),

MSE(§) = (@i — 9)?,
for ¢ = (p,0,1,a,b) .
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just consistency and look at results on
limiting distributions. For results on limiting
series of papers, he revealed the advantages
of this method by showing that it yields
succent estimators, which are asymptotically
MVUES. For distributions we need more
regularity conditions than what we need for
consistency. Once you have a limiting
distribution result, consistency will follow as
a corollary to it. So, it makes sense that
establishing  limiting  distribution  results
requires more regularity conditions than we
need for consistency alone. The theorems
are going to say that when all the regularity
conditions hold, certain MLE-like estimates
are going to be asymptotically normal. It is
really important that you understand exactly
what these theorems allow you to conclude.
Let X;, X, be iid observations from a
density (pmf) f(x|@), where ¢ is a possibly
vector valued parameter. Let ¢, € ® denote
the true value of the parameter. Under the
Cram” er-Rao conditions for asymptotic
normality, there exists a sequence of roots
P, of the unknown population parameter,
the value of which the probability of getting
the observed data is maximum. Let
Xq,Xy,X3 ..X, be a random sample from
the  Beta  transmuted = Mukherjee-Islam
distribution with observed values
Xy ,%Xp,X3 ...X, and o =(p06,4ab)T
be parameter vector. The likelihood function
for may be expressed as

L(p)

RO IR - T,
(B(a,b))"l_[x <1+’1 2’1(9))

i=1

G (@)
- (g)p (1 +A—2 (g)p)] (20)

The log-likelihood function is

L(p) =

logl(p) = nlogp —nplogd —nlogB(a,b)

n n

X\ P

+(p - 1)Zlogx +210g[1 +A- 2/1(5) ]
i=1 i=1
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nominal confidence level (90%). A CP that is too
low suggests the intervals are unreliable, while a
CP that is too high indicates they are excessively
wide and lack precision.

In contrast, Average Coverage Length (CL)
measures the precision of the intervals. It
represents the average width of the confidence
intervals across all simulations. A smaller CL is
desirable, as it signifies a more precise estimate.
Our analysis showed that as the sample size
increased (specifically for sizes 100, 120, 150,
170, and 190) table (3.2), the Coverage Probability
of the confidence intervals converged toward the
nominal 95% level, indicating improved
reliability. Simultaneously, the average coverage
length decreased for these sizes, confirming that
the intervals became more precise and efficient.
This validates the fundamental relationship
between larger sample sizes and computes the
average estimates, along with biases, standard
errors SE (©) and MSE are given by:

2000, _
Bias(@) = =L @i~ @) -
2000 G.17)

X% - 9)?
MSE@) = =000 (318

for ¢ = (p,0,4,a,b).

7. Repeat steps (3), (4), (5) and (6), 2000
times (iteration) for n= 10, 30, 50, 75,
100 and 150, so computing Bias(®),
ASV(9), MSE(9p) and SE(p) for ¢ =
p,6,4,a,b and n= 10, 30, 50, 80, 100
and 150.

where @ = (P, 9,1,4, 13) is the maximum
likelihood estimators of ¢ = (p, 6,4, a, b).

To  identify an  effective  estimator,
examining both its bias and variance is
crucia. ~ While bias  contributes  less
significantly to the mean squared error
(MSE) compared to variance, both are
considered. Our simulation runs were halted
upon achieving consistent results across
2000 iterations.
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likelihood equation which 1is consistent
and which satisfies

V(@n — @0) 34 N(0,I7 () - | (22)

where I(¢) is the Fisher information matrix

Ipp Ip@ Ipzl Ipa Ipb

lop Igo Lo loa lop
[=| Tw e Da Dha Do
Iap IaG Ia3 Iaa Iab
Ipp Ine DLy Ipa Ipp

Where I71(py) =V

Given that V is a function of certain
parameters ( p,6,4,a,b ) (referenced as
(22)), we estimate V, denoted as V, by
substituting these parameters with their
corresponding ~ Maximum  Likelihood
Estimates (MLEs).

The Simulation Study Steps

This section details a simulation study designed
to assess how well maximum likelihood
estimators (MLEs) perform with the Beta
transmuted Mukherjee-Islam (BTM-I)
distribution. Our evaluation of the MLEs
behavior in finite samples relies on examining
specific characteristics:

1. To initiate the simulation, we'll generate
two thousand samples, each of size n, from
the BTM-I distribution. This will be done
using the inversion method to produce the
necessary values:

3.3 Results of the Simulation of the Parameters
BTM-I Distribution

In this study, we evaluated the performance of
confidence intervals for parameters using two key
metrics: Coverage Probability (CP) and Average
Coverage Length (CL).

Coverage Probability (CP) serves as a measure of
the reliability of confidence intervals. It represents
the percentage of times a calculated interval
contains the true parameter value. The optimal
goal is for the empirical CP to be very close to the
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follow-up at Sana'a Prosthetics and Physical
Therapy Center.

35,55,4,5,25,7,55,35,65,45,15,55,35,6,45,7
,5,3,65,412,5,35,5,45,3,5,35,6,4,3,6,45,
4,55,2,65,3,6,45,2555,4,5,3,1.5,6,4.5,25,3.5,
35,6,4,7,4,25,6,35,55,45,45,7.6,3,55,2.5,65,
35,55,45,25,55,3.5,65,45,7,55,25, 65,45, 1.5,
65,457,55,2.5,65,35,55,45,35,5,4,6,5,15,6,
35,5,4,25,5,4,745,15,65,3,5,4,3,5,45,65,
34,2,65,35,5,4,4,65,5,7,4814,62,3.7,5.7,46,
25,54,39,6.7,43,7.0,5.0,2.9,6.0,4.1,3.8,68, 5.6, 7.0,
55,24,69,3,55,45,2,5.1,4,65,4,5,42,3.5,6,45,
15,6.5,53,7,42,1.7,6.1,3.6,5.8,4.4,32,5.0,4.5,6.8,5.0,
2.6,6.6,39,54,4.1,28,5.7,43,65,4.7,7.0,55, 34,62,
49,36,6,5.1,7,59,2.1,68,3,53,46.

to illustrate the importance and potentiality of the
BTM-I distribution and some of the models
generated from Mukherjee-Islam distributions.
The goodness-of-fit statistic for this distribution
and other competitive distributions are compared
and the MLEs of themselves. We delved deep into
the statistical properties of the BTM-I distribution,
meticulously deriving key characteristics such as
its quantile function, various moments, the moment
generating function, measures of mean and
median deviations, and the Rényi entropy. We also
precisely formulated its probability density
function (pdf), cumulative distribution function
(cdf), and hazard function, visually illustrating
their behaviors in Figures 2.1 and 2.2.

To estimate the BTM-I parameters, we used
the widely recognized Maximum Likelihood
Estimation (MLE) technique. Our extensive
simulation studies showed highly
satisfactory results: the MLEs for the BTM-I
parameters  demonstrated  minimal  bias,
appearing  nearly  unbiased across  all
scenarios. As expected from the asymptotic
properties of MLE, the mean squared error
(MSE) consistently decreased with
increasing sample sizes, confirming the
estimators' desirable behavior.

Furthermore, our study showed that as the
sample size increased, the  Coverage
Probability (CP) of the confidence intervals
converged towards the nominal 0.90, 0.95
and 0.99 levels, indicating
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their ~parameters are provided. Models'
comparisons entailed the consideration of various
criteria such as the maximized log-likelihood
(—20), Akaike information criterion (AIC),
corrected Akaike information criterion (CAIC),
Bayesian information criterion (BIC) and Hannan-
Quinn information criterion (HQIC) for the data
set. Minimum values rule of AIC, BIC, CAIC and
HQIC is taken into consideration for selecting the
best model to fit. These statistics are given by

AIC = 2K — 21(®)

2k(k +1)

CAIC = AIC + ———
+n—k—1

BIC = klog(n) — 21(p)

HQIC = 2klog(log(n)) — 21(®),

where K is the number of parameters in the
statistical model, n is the sample size and [(p) is
the log-likelihood function evaluated at (21), the
maximum likelthood estimates, ¢ is the
parameters. These models include:

e Mukherjee-Islam (M-I)

fG) = oxP

e Transmuted Mukherjee-Islam (TM-I)

Flx) = ;ipxp—l (1 +1-22 (g)p)

e Beta Mukherjee-Islam (BM-I)

D p-1 b-1

fa) =2

B(a,b) (g)p]a—l [1 B (g)p]

reliability. Concurrently, the
Coverage Length (CL) decreased,

Average
and enhanced reliability and precision in
interval estimation.

4. Application

In this section, we provide application to real
data set on the duration of lower limb
prosthesis lifespan (in years) for a sample of
200 individuals receiving treatment and
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efficient software libraries in languages like
Python or R to streamline data modeling and
statistical inference. Furthermore, exploring
the use of parallel computing or machine
learning-based  approaches could lead to
faster parameter estimation, especially when
handling very large datasets or conducting
extensive  simulations.  Finally,  research
could extend to studying multivariate
extensions based on the Beta Transmuted
Mukerjee-Islam  distribution, which  would
enable  modeling complex  relationships
between several variables simultaneously
and enhance the distribution's ability to
improve address more intricate statistical
phenomena, demonstrating enhanced
precision and efficiency of the estimations.

The empirical efficacy and clear superiority
of the BTM-I distribution were rigorously
established through its application to three
distinct real-world datasets. A
comprehensive comparative analysis, using
goodness-of-fit  statistics and  information
criteria.  (AIC, BIC, HQIC, and CAIC),
consistently and unequivocally revealed the
BTM-I model's significant advantage in data
representation. As detailed in Table 4.3,
these findings, corroborated by higher log-
likelihood values, overwhelmingly
substantiate that the BTM-I distribution
provides a statistically superior fit to
empirical data compared to its  sub-
distributions and other competing models.
This robust evidence firmly positions the
BTM-I distribution as a highly promising
and more appropriate statistical tool for
accurately  modeling  diverse  real-world
phenomena.

5.1 Recommendations and further Research
Building on the proposed distribution, there
are many fruitful avenues for future
research. Researchers can explore methods
for parameter estimation based on various
types of incomplete data, such

address more intricate statistical phenomena
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4.1 Results and Conclusion

The results unequivocally demonstrate that
the BTM-I distribution significantly
outperforms its sub-models in fitting both
datasets. The BTMI model obtained the
lowest values for all goodness-of-fit criteria
(I, AIC, BIC, CAIC, and HQIC) when
compared to the TM-I and M models. This
finding proves that the additional parameters
in the BTM-I model enhance its flexibility
and ability to capture complex data
characteristics more effectively. Therefore,
based on this evidence, the BTM-I
distribution 1s selected as the best model for
analyzing both the prosthesis lifespan and
loan grace period data.

5. Conclusions and Recommendations

We have introduced and thoroughly
investigated a novel statistical distribution
generator: the Beta Transmuted Mukherjee-
Islam (BTM-I) distribution. This new
generator is highly versatile, giving rise to
several important sub-models, including the
Transmuted Mukherjee-Islam, Beta
Mukherjee-Islam, and Mukherjee-Islam
distributions as truncated data or grouped
data, which opens new horizons for broader
practical  applications.  Additionally, it's
crucial to study the robustness properties of
the proposed distribution and its estimators
when dealing with outliers or deviations
from standard assumptions. This will ensure
the reliability of results in real-world
scenarios. Developing and applying
goodness-of-fit tests specifically tailored for
this complex distribution would also allow
for more accurate assessment of its
suitability for empirical data.

From a computational perspective, the
complexity of the proposed distribution
offers an excellent opportunity to develop
optimized computational algorithms.  This
includes designing and  implementing
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Table (3.1): Estimated parameters, Bias, SE, and MSE of the BTM-I distribution

10 20 30 50 75 100 150

p | 1.676303 1.671868 1.670474 1.668979 1.669154 1.669022 1.669165
o = 0 | 1.908484 1.915158 1.915691 1.9155828 1.913456 1.912676 1.910694
g .g 4 | 0.688209 0.681034 0.679513 0.6787709 0.679441 0.679657 0.680622
E E a | 0.524008 0.536262 0.538139 0.540078 0.537622 0.536719 0.534964
b | 3.210907 3.217192 3.218944 3.2203421 3.220591 3.220916 3.221109
p | -0.03137 -0.015907 -0.010651 -0.00642 -0.004278 -0.00321 -0.00214
0 | 0.130848 0.065758 0.043857 0.0263117 0.017513 0.013127 0.008738
2 & 0.018821 0.009052 0.005984 0.0035754 0.002393 0.001797 0.001204

= a | -0.077599 -0.038187 -0.025395 -0.015198 -0.010165 -0.00763 -0.0051
b | 0.211091 0.105859 0.070632 0.0424068 0.028275 0.021209 0.014141
p | 0.135318 0.094807 0.078165 0.061068 0.050742 0.044187 0.036436
0 | 0.066067 0.048268 0.040034 0.031301 0.025843 0.022459 0.018432
= A | 0.408490 0.289577 0.236973 0.1838197 0.150414 0.130349 0.018432
a | 0.162995 0.117931 0.096624 0.0751073 0.061035 0.052766 0.106511
b | 0.523293 0.372414 0.304446 0.2359488 0.192397 0.166564 0.135846
p | 0.000994 0.000254 0.000114 0.0000413 0.000018 0.000010 4.58E-06
6 | 0.017139 0.004327 0.001924 0.0006925 0.000307 0.000172 0.000076
g A | 0.000366 0.000084 0.000036 0.0000129 5.77E-06 3.25E-06 1.46E-06
¢ 0.006069 0.001461 0.000646 0.0002312 0.000103 0.000058 0.000026

b | 0.044578 0.011207 0.004989 0.0017984 0.000799 0.000449 0.0002

Table 3.2: 90% Confidence Interval Performance: Coverage Probabilities and Average
Lengths by Sample Size
parameter 90 100 120 150 170 190
P CP 0.814 0.973 0.946 0.961 0.98 0.9831
CL 0.2199576 0.1985256 0.1944961 0.1760923 0.1647812 0.1545779
0 CP 0.7455 0.9015 0.9255 0.9434 0.952 0.963
CL 0.0938394 0.0860413 0.0824891 0.0772806 0.0727578 0.0690554
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A CP 0 0.354 0.725 0.891 0.89 091
CL 0.4951102 0.4527949 0.4356496 0.4055485 0.3811945 0.361018
a CP 0.741 0.8994 0.90 0.9254 0.9305 0.9358
CL 0.4816498 0.4424668 0.4231558 0.3974993 0.3740586 0.3547786
b CP 0.735 0.898 0.924 0.9425 0.938 0.8995
CL 0.4764171 0.4373207 0.4231558 0.3926253 0.3693473 0.3500467
Table (4.1) displays the estimated parameters and their standard errors for the first real
data set
p 0 y) a b
BTM-I 1.6101767 4.4556021 0.677199 0.7584412 1.0667177
SE 9.3142E-7 0.0003716 1.3021E-6 0.0000271 0.0000101
BM-I 1.61203 5.81034 - 0.80101 1.98544
SE 2.0732E-6 0.0005063 - 0.0000122 0.0000117
TM-1 2.670101 9.901 0.940301 - -
SE 0.0000148 0.002021 7.2981E-6 - -
M-I 3.10152 7.19201 - - -
SE 0.0000732 0.0007818 - - -
Table (4.2): Descriptive statistics for the first real data set
N | Mean | Median SD Variance Skewness Kurtosis Minimum Maximum
200 | 4.6235 4.5 0.10562 2.231 0.172 0.342 1.4 7
Table (4.3): Log-likelihood and information criteria for the first real data set
21 AIC BIC CIAC HQIC Ranks
BTM-I 106.35219 116.35219 132.84378 116.66147 123.02608 1
BM-1I 195.81061 203.81061 217.00388 204.01574 209.14972 2
TM-I 431.1521 437.1521 447.04705 437.27455 441.15644 3
M-I 765.1831 769.1831 775.7797 769.24398 771.85262 4
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Figure 1: Probability Density Functions (PDFs) of the BTM-I distribution for different parameter values.
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Figure 2: The hazard rate function of the BTM-I distribution for different parameter values.
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