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ABSTRACT  

Frequent set-item mining is a widely used technique in the field of data mining. The algorithm utilized in 
Association Rules constitutes the primary source of contention; this approach is memory-intensive and time-
intensive. The extraction process for concealed patterns of frequent item sets, on the other hand, becomes 
more time-consuming as the volume of data grows. Therefore, the necessary algorithm for mining the 
patterns of frequently occurring concealed item sets must be memory-efficient and fast-running. By 
analyzing various algorithms for locating frequent item sets, this paper aims to contribute to the development 
of a more efficient algorithm in this domain. The paper will evaluate the efficiency of different algorithms 
by considering their memory usage and runtime. Additionally, it will explore potential improvements to 
existing algorithms to enhance their performance in mining frequently occurring concealed item sets. 
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1. Introduction:   
      Data mining pertains to the algorithmic 
exploration of vast quantities of data in an 
attempt to uncover concealed information [1]. 
The current maximum size of big data in a single 
data storage unit is several terabytes; this 
represents a rate of growth that exceeds the 
processing capacity of current software systems 
capable of capturing, storing, managing, 
processing, and analyzing enormous data chunks 
promptly [2]. Data mining has garnered 
significant interest within the information 
industry in recent times. The primary rationale is 
the substantial volume of data that must be 
promptly converted into actionable insights and 
knowledge. This need for quick conversion is 

driven by the fact that data mining allows 
businesses to uncover patterns, correlations, and 
trends that can be used to make informed 
decisions and gain a competitive edge. 
Additionally, data mining techniques enable 
organizations to identify anomalies or outliers in 
the data, which can be crucial for detecting fraud 
or identifying potential risks. 
Critical decisions are generated by employing 
data mining techniques, including pattern mining 
and rule mining [3], to extract intriguing patterns 
from databases. In transactional databases, two 
significant procedures known as frequent item-
set mining (FIM) [6] and association rule mining 
(ARM) [4], [5] are utilized to identify intriguing 
relationships between items. The purpose of 
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ARM is to extract inviolable principles from a 
database through the implementation of 
interestingness measures. Items are frequently 
summoned in FIM when the anticipated support 
exceeds the minimum support (minsupp) value 
specified by the user. To ascertain the 
relationship between objects, ARM examines 
binary transaction information for the most 
robust principles. 
An essential area of study [7] is the 
implementation of association rule technology to 
design an intrusion detection system that is both 
efficient and capable of distinguishing between 
known and unknown attack patterns. Association 
rule mining (ARM) is a powerful technique used 
to discover interesting relationships and patterns 
in large datasets. By analyzing binary transaction 
information, ARM can identify the most 
significant principles that govern the occurrence 
of items. One important application of ARM is in 
the field of intrusion detection systems, where it 
can be used to detect and classify both known 
and unknown attack patterns efficiently. This 
implementation of association rule technology 
plays a crucial role in designing effective 
intrusion detection systems for ensuring network 
security. 
One of the primary methodologies employed in 
data mining is association rule mining [8], [9], 
and [10]. It is utilized to identify recurring 
patterns and associations in transactional 
databases and other repositories. Its primary 
applications include bioinformatics, retail, 
agriculture, innovation, and marketing. The 
primary objective of association discovery is to 
identify noteworthy relationships between 
collections of items from a given database. There 
are numerous algorithms proposed for locating 
frequent patterns [11]. Apriori algorithms are 
one, while the FP growth approach is the other. 
The apriori method generates patterns of length 
p+1 by utilizing the prevalent patterns of length 
p. To generate lengthy and frequent item sets, a 
significant number of database searches are 
necessary. Numerous investigations [12], [13], 
[14], [15], [16], [15], [16], and [17] have 
implemented the apriori approach. The FPtree is 
utilized to store the database in the FP Growth 
method to identify frequent patterns. This 

approach involves scanning the database only 
twice [18], [19]. It is thus more rapid than 
Apriori. The FP-growth approach has numerous 
alternatives and extensions [20], [28], [29], [30], 
and [31]. Some of the alternatives and extensions 
of the FP-growth approach include Eclat [20], 
FPGrowthPlus [21], FPMax [22], and 
FPGrowthHUI [23]. These variations aim to 
improve the efficiency and effectiveness of 
frequent pattern mining in different scenarios. 
Additionally, some studies have proposed hybrid 
approaches that combine the strengths of both 
Apriori and FP-growth methods [24], [25], [26], 
and [27]. 
  
The objective of this article is to aid in the 
advancement of a more effective algorithm 
within this field. The paper will assess the 
performance of various algorithms in terms of 
memory consumption and execution time. 
Additionally, the article will analyze the impact 
of different data structures on algorithm 
efficiency. It aims to provide insights into 
optimizing algorithms for better resource 
utilization and faster execution in practical 
applications. 
The structure of the remainder of the document 
is as follows: There is an analysis of existing 
algorithms in Section 2. The conclusion is in 
Section 3. 
   

1.1 Data Mining Techniques  

Data mining is a component of the 
Knowledge Discovery in Databases (KDD) 
process, which also includes the discovery of an 
algorithm that classifies data patterns based on 
their applicability to data analysis [32]. Data 
mining involves the extraction of valuable 
insights and patterns from large datasets, 
enabling organizations to make informed 
decisions and predictions. It plays a crucial role 
in various fields, such as business, healthcare, 
and finance, by uncovering hidden relationships 
and trends that may not be apparent at first 
glance. 

Knowledge or information required for 
business decision-making is extremely limited, 
despite the exponential growth of data storage. 
Data mining is sometimes referred to as 
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"knowledge." This is because data mining 
involves not only extracting information from 
large datasets but also transforming it into 
actionable knowledge that can drive strategic 
decision-making. By leveraging advanced 
algorithms and statistical techniques, data 
mining enables organizations to go beyond 
surface-level observations and gain deeper 
insights into their operations, customer behavior, 
and market trends. Ultimately, the goal of data 
mining is to empower businesses with the 
intelligence they need to stay competitive and 
thrive in today's data-driven world. 

 
The extracted knowledge enables the 

prediction of present and future behavior. This 
enables business proprietors to formulate 
informed and constructive decisions. Data 
mining is utilized in numerous sectors, including 
education and aerospace. 

Through the application of pattern 
recognition, statistical, and mathematical 
techniques, knowledge is extracted from 
historical data; this knowledge takes the form of 
facts, trends, associations, patterns, anomalies, 
and exceptions. There are certain domains in 
which data mining will be implemented. 

These domains include marketing, finance, 
healthcare, and customer relationship 
management. By analyzing large datasets, 
businesses can identify market trends, predict 
consumer behavior, optimize financial 
strategies, improve patient outcomes, and 
enhance customer satisfaction. Data mining 
plays a crucial role in helping businesses stay 
competitive and make data-driven decisions in 
today's fast-paced and data-driven world. 

 
1.2 Knowledge Discovery Process From 

Data  

        In essence, the KDD process consists of 
data mining techniques used to identify patterns 
in data. The objective of each method is distinct, 
which completely determines the outcome of the 
KDD process. These techniques can include 
classification, clustering, association rule 
mining, and anomaly detection, among others. 
By applying these methods, the KDD process 
aims to extract valuable knowledge and insights 

from large datasets for various purposes, such as 
decision-making, prediction, and optimization. 

Data Pre-processing:  
For the mining procedure, real-time data is 

generated via data preprocessing. This data 
preprocessing involves cleaning and 
transforming raw data into a format suitable for 
analysis. The real-time data generated is then 
used for various mining techniques, such as 
pattern recognition and predictive modeling. 

Data Mining:  
Data mining is the implementation of 

intelligent techniques for pattern extraction from 
data. These techniques involve the use of 
algorithms and statistical models to analyze 
large datasets and uncover hidden patterns, 
relationships, and insights. Data mining is 
widely used in various fields, such as marketing, 
finance, healthcare, and social media, to make 
informed decisions and drive business growth. 

 

Figure. 1: Uses of data mining 
 
Pattern Evaluation: The interest in the 

patterns produced by data mining is determined 
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by the specific business problem at hand. 
Different businesses have different needs and 
objectives, which influence the level of interest 
in data mining patterns. For example, a retail 
company may be interested in identifying 
customer buying habits to improve marketing 
strategies, while a healthcare organization may 
focus on patterns in patient data to enhance 
treatment outcomes. 

Knowledge Presentation: Knowledge 
Presentation aids the user in comprehending and 
interpreting the resultant patterns by employing 
visualization techniques to depict intriguing 
patterns. 

While numerous other algorithms, such as 
Apriori and Eclat, are available for mining 
frequent item sets, the FP-Tree growth algorithm 
only performs two pre-processing steps: it 
performs an initial scan of the database to 
ascertain the item frequencies. As they are 
ineligible for frequent item sets, all uncommon 
items—those that do not occur in a minimum 
number of user-specified transactions—are 
eliminated. This pre-processing step helps to 
reduce the size of the database and improve the 
efficiency of the mining process. After 
eliminating uncommon items, the algorithm 
constructs an FP-Tree structure to represent the 
remaining transactions, which allows for 
efficient pattern mining. 

 
1.3 FP Growth Algorithm 

As an enhancement over the Apriori 
algorithm, the FP-Growth algorithm is a viable 
alternative for identifying the most frequently 
occurring frequent itemset in a given dataset. FP-
Growth overcomes the shortcomings of Apriori 
by employing the tree-building technique to 
identify frequent item sets, thereby producing an 
algorithm that operates at a quicker rate. One 
notable characteristic of FP-Growth is its 
utilization of the FP-Tree, a tree-like data 
structure that enables the direct extraction of 
frequent item sets [33]. 

FP growth algorithm programming is an 
effective method for generating frequent item 
sets in the absence of prospective item set 
generation. The optimal tally is determined 
through the execution of two database searches 

utilizing a divide-and-conquer strategy. It is 
capable of extracting the products through the 
utilization of lift, leverage, and conviction, 
provided that a minimum threshold is set. [34] 

FP Growth identifies the set of most frequent 
items without requiring candidate generation. It 
is divided into two stages: The FP-Tree, a 
compact data structure, is generated in step one, 
and the frequent item sets are extracted directly 
from the FP-Tree in step two.  

. One benefit is its ability to generate a 
conditional pattern base from a database with 
minimal support requirements. Additionally, its 
compact structure and absence of candidate 
generation contribute to its reduced memory 
usage. A disadvantage is that it has difficulty 
processing vast pattern data collections. 

The FP-Growth method comprises the 
subsequent three primary phases: 

1- The initial phase involves the creation of 
a sub-database called the conditional 
pattern base, comprised of prefix paths 
and suffix patterns. This is accomplished 
by utilizing the FP-Tree that was 
previously constructed. 

2- The FP-Tree conditional generation 
constitutes the second stage, during which 
the support count for each item in each 
conditional pattern base is consolidated. 
Afterwards, the conditional FP-Tree is 
employed to generate items whose 
support count exceeds the minimal 
support count. 

3- Third and last, a frequent item-set search 
is performed. By combining items for 
each conditional FP tree, frequent item 
sets can be obtained if the conditional FP-
Tree is a single path. When the 
conditional FP tree contains more than 
one path, recursion is used to generate the 
FP growth. 

 
2. Analysis Of Exiting Algorithms 

This segment provides an analysis and 
evaluation of the most recent and significant 
algorithms in this domain, contrasting their 
respective advantages and disadvantages. The 
analysis and evaluation of these algorithms will 
help in understanding their effectiveness and 

https://journals.su.edu.ye/index.php/jast


JAST  Abdulkader Mohammed Abdulla  Al-Badani et.al 
 

362 JAST  Vol. 1 | No. 4 | 2023 |   
 

applicability in solving real-world problems. 
Additionally, it will shed light on any limitations 
or potential improvements that can be made to 
enhance their performance further. The 
following are components of these algorithms: 

 

2.1 An efficient frequent pattern mining 
algorithm using a highly compressed 
prefix tree 

An efficient frequent pattern mining 
algorithm utilizing a highly compressed prefix 
tree is concluded by the author in this paper. The 
recognition of recurring patterns is crucial in the 
process of mining association norms. A 
foundational algorithm for frequent pattern 
mining is FP-growth. To accomplish this, it 
utilizes a recursive mining process and a prefix 
tree structure (FP-Tree). On the contrary, the 
author argues that the performance of FP-growth 
is significantly influenced by the overall number 
of recursive calls, resulting in subpar 
performance when constructing multiple 
conditional FP-trees. This research was 
conducted utilizing a novel algorithm known as 
HCFP-growth. By data-mining a set of frequent 
item sets at a quicker rate than alternative 
algorithms, significant memory savings can be 
achieved in numerous scenarios [35]. HCFP-
growth, the novel algorithm used in this 
research, outperforms alternative algorithms in 
terms of data mining for frequent item sets at a 
faster rate. This not only leads to significant 
memory savings but also proves to be 
advantageous in various scenarios. Therefore, 
HCFP-growth is a promising approach for 
improving the performance of FP-growth and 
constructing multiple conditional FP-trees 
efficiently [35]. 

The central proposal of the article is to 
develop a novel algorithm known as HCFP-
growth. The implementation of this algorithm 
significantly diminishes the quantity of recursive 
invocations needed to extract complete frequent 
patterns. The purpose of this endeavor is to 
develop a highly compressed FP-tree (HCFP-
tree). This results in an increase in prefix sharing 
and a decrease in the prefix tree's node count. 
The proposed methodology comprises three 
distinct stages. These stages include 

preprocessing, pattern growth, and post-
processing. In the preprocessing stage, the 
dataset is transformed into a vertical format to 
improve efficiency. The pattern growth stage 
involves constructing the HCFP tree and 
extracting frequent patterns using the HCFP 
growth algorithm. Finally, in the post-processing 
stage, the extracted patterns are pruned and 
evaluated for their significance. 

Step 1: FP-growth performs a double 
database scan. The initial survey identifies and 
counts the support for all frequent items. The 
algorithm then incorporates the frequently 
transacted items that were identified in the FP 
tree during the second scan. 

Step 2: FP-growth generates a conditional 
pattern base and a conditional FP-tree for each 
item in the header table, after constructing the 
FP-tree. The aforementioned procedure is 
subsequently executed recursively on each 
conditional FP-tree until only one path remains 
in the conditional FP-tree. The FIs are 
subsequently obtained following the formation 
of every conceivable combination of nodes 
along the singular paths. 

Step 3 involves calculating the FP-growth 
efficiency through the sum of all recursions. 
Reducing the number of recursive queries 
expedites the mining operation and eliminates 
the need to construct a greater number of 
conditional trees. Nevertheless, the quantity of 
recursive invocations is governed by the number 
of nodes in the tree and the degree of prefix 
sharing between patterns. 

 
2.2 An Improved FP-Growth Algorithm 

Based on Projection Database Mining in 
Big Data 

This paper provides a summary of the 
challenge encountered by the conventional FP-
Growth frequent item-set mining algorithm and 
certain enhanced algorithms: the inability to 
independently store the enormous FP-tree in 
memory. The FP-Growth algorithm is utilized to 
construct the FP-tree through a sequence of 
predetermined operations: the transaction 
database D is initially searched to acquire all 
frequent 1-item sets; the frequent 1-item 
collection is then sorted in descending support 
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count order. Subsequently, the algorithm 
constructs the corresponding conditional FP-tree 
for every frequent 1-item in the FP-tree and 
decomposes the frequent itemset within each 
conditional FP-tree. Ultimately, the collection of 
frequent items extracted from every conditional 
FP tree comprises every frequent item associated 
with the complete transaction database [36]. 
This process of constructing conditional FP-
trees and decomposing frequent itemsets is 
repeated until no more frequent itemsets can be 
found. The resulting collection of frequent items 
provides valuable insights into the patterns and 
associations present in the transaction database. 

The authors propose a parallel mining 
algorithm in this paper. Transaction databases 
are extracted based on the frequency of each 
item, and a projection database is generated for 
each frequent item. Subsequently, the projection 
databases are distributed to node machines, and 
the enhanced algorithm is executed on each node 
machine to generate partial frequent item sets via 
parallel mining. Finally, summarization is used 
to obtain all frequent item sets. This paper 
presents an algorithm that addresses the storage 
problem of isolated memory without requiring 
the generation of FP-trees for transaction 
databases, thanks to the utilization of a parallel 
algorithm. The proposed algorithm utilizes a 
parallel algorithm to address the storage problem 
of isolated memory without the need for 
generating FP-trees. This approach allows for 
efficient mining of partial frequent item sets on 
distributed node machines, resulting in improved 
scalability and performance. Additionally, the 
algorithm incorporates summarization 
techniques to obtain all frequent item sets from 
the generated partial sets. 

Additionally, the efficacy of recursive mining 
of the element set is enhanced by this algorithm. 
The algorithm improves the efficiency of 
recursive mining by optimizing the process of 
searching through the element set. It eliminates 
redundant iterations and streamlines the 
recursive mining process, resulting in more 
effective and faster execution. Moreover, this 
enhancement enables the algorithm to handle 
larger element sets with improved performance. 

The work steps in this paper are summarized 
as follows: 

− Step 1 involves the creation of a distinct 
database containing the transactions 
associated with each recurring item. 

− Step 2 involves the creation of an 
independent tree for each recurring item. 
During the creation of this tree, no nodes 
are added to the original item or any 
succeeding item sets. Instead, it is 
generated specifically for the item sets that 
come before this particular element. 

− Step 3: The tree is reduced in size through 
the deletion of item sets that have a support 
count below 2. 

 
2.3 Optimization of FP-Growth algorithm 

based on cloud computing and computer 
big data 

The authors of this paper discuss the challenges 
encountered by frequent item-set mining 
algorithms when dealing with large datasets. 
They also highlight the deficiencies of frequent 
lists of elements, which are frequently cross-
referenced during the construction of FP trees. 
The authors then attempted to establish a 
connection between the proliferation of 
outstanding cloud computing platforms and the 
exponential growth of cloud computing 
technology. These platforms for cloud 
computing offer an efficient method for handling 
large volumes of data. The purpose of this paper 
was to improve the inadequate extraction 
efficiency of the conventional FP-Growth 
algorithm in environments with large amounts of 
data by introducing an enhanced FP-Growth 
algorithm [37]. The enhanced FP-Growth 
algorithm proposed in this paper aims to address 
the limitations of the conventional FP-Growth 
algorithm, such as low extraction efficiency in 
environments with large amounts of data. By 
leveraging efficient platforms for cloud 
computing, the authors aimed to enhance the 
performance and scalability of the algorithm. 
Additionally, the authors conducted experiments 
to evaluate the effectiveness of their proposed 
algorithm and compared it with existing 
approaches in terms of extraction efficiency and 
computational resources utilized. 
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Table 1: Comparative study of various algorithms of frequent item set mining. 

S.no Search Authors Advantages Drawbacks 

1 An efficient frequent pattern 
mining algorithm using a 
highly compressed prefix 
tree 

Zhu, at el 

HCFP growth is among the 
quickest algorithms at all times. 
It also frequently uses the least 
amount of memory. 

FP-tree construction in a 
database is difficult because 
it necessitates a sizable 
database. 

2 

An Improved FP-Growth 
Algorithm Based on 
Projection Database Mining 
in Big Data 

 
 

Le Zhang at el 

 
This algorithm eliminates the 
requirement for FP-tree 
generation in transaction 
databases and resolves the 
storage issue associated with 
autonomous memory. 

 The algorithm increases I/O 
burden to some degree by 
requiring the extraction of 
the transaction database for 
every frequent 1-item, the 
generation of a projection 
database corresponding to 
each frequent 1-item, and 
the distribution of the 
projection database to every 
node machine. 

3 

Optimization of FP-Growth 
algorithm based on cloud 
computing and computer 
big data 

 

Zhang at el 

A 13% reduction in traversal 
time and a 25% increase in 
mining efficacy are 
characteristics of the enhanced 
FP-growth algorithm, which 
outperforms the original 
algorithm. Furthermore, the 
implementation of this algorithm 
for data clustering optimizes 
performance, decreases error 
rates, and increases utility. 

The algorithm's 
implementation and 
complexity present a degree 
of difficulty, rendering its 
introduction to the general 
public challenging. As an 
additional, This algorithm 
has stringent environmental 
requirements. 

This article focuses primarily on FP growth 
algorithm optimization in the context of big data 
and cloud computing. The objective of this study 
was to develop a performance-enhancing 
algorithm that surpasses the original algorithm. 
Additionally, the authors sought to decrease the 
traversal time and enhance the mining 
efficiency. By employing this algorithm for data 
collection, the error rate can be reduced and 
performance can be improved, similar to the 
initial implementation of the two-dimensional 
support table method. The authors conducted 
experiments on a large dataset to validate the 
effectiveness of the optimized FP-Growth 
algorithm. The results showed significant 
improvements in both traversal time and mining 
efficiency, making it a promising solution for big 
data and cloud computing environments. 

The content comprises the subsequent 
various components: 

(1) Initially, you must generate a transaction 
set T, which provides a distinct view of the item 
contents and the order in which they appear for 
each transaction. Concurrently, this procedure 

generates the item header table and determines 
the frequency [38] by traversing the entire 
transaction set T and noting the number of 
occurrences of each item in each set. 

(2) Following the acquisition of the frequency 
of each transaction item by traversing the 
transaction set T, the set is re-examined to 
generate the two-dimensional table of algorithm 
support count [39]. Begin by generating a two-
dimensional support count table. Utilize the 
items in the item header table as the header and 
attribute header, respectively. The first column 
of the attribute header represents the content. Fill 
in the counter value obtained by traversing the 
transaction set into the corresponding table's 
box, by the attributes of the support count two-
dimensional table. As an illustration, if the item 
of transaction T2 is denoted by (I1, I4), 
increment the count in column I4 and row I1 of 
the data set; if the item of transaction T4 is 
denoted by (I1, I2, I4), then add 1 to the two-
dimensional vector table containing items (I1, 
I2), (I1, I4), and (I2, I4) [40]. 
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Thirdly, the two-dimensional support count 
table represents the occurrence frequency of 
each pairwise combination of items in the 
transaction set. As the algorithm disregards the 
support count and the greater of the set value and 
the set value, certain deletions must be 
performed once the table has been constructed 
successfully [41]. The support count list reveals 
that items I4 and I5 fail to satisfy the minimum 
support item requirements; therefore, they are 
explicitly excluded from the algorithm's scope. 
However, the support count for the 
aforementioned three items remains in the two-
dimensional table; remove the rows and 
columns. 

 
3. Conclusion 

This research paper examines contemporary 
algorithms utilized in the extraction of frequent 
item sets. This analysis outlines the fundamental 
concepts and procedures of every algorithm. 
This research paper conducts an exhaustive 
analysis of several algorithms designed to 
identify frequent patterns. Additionally, it 
explains how these algorithms can be utilized to 
extract frequent patterns from diverse datasets. 
Although the first algorithm has the benefit of 
requiring little memory, constructing a tree from 
a large database is not a simple task. The second 
algorithm does, to some degree, increase the I/O 
burden. In addition to having the capability to 
enhance mining efficiency, the third algorithm 
possesses a degree of implementation and 
complexity difficulty. Compared to the other 
algorithms, a novel model is suggested that will 
require less time to execute, handle large 
volumes of data, and have a low error rate. 
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