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ABSTRACT

Arabic information retrieval is challenging due to the language's complex morphology and syntax.
Preprocessing and stemming improve the accuracy and efficiency of Arabic information retrieval. This
paper provides a comprehensive analysis of the existing literature on Arabic preprocessing and stemming
techniques. The paper identifies the limitations and challenges of these techniques. The paper emphasizes
the importance of preprocessing and stemming and underscores the need for further research to improve
Arabic information retrieval. This study evaluates ten stemmers on a public dataset. The results show that
root-based stemmers: Lucene, and khoja got the highest reduction rate 90.9%, and 85% respectively. The
results emphasize that root-based stemmers have good conflating ability for similar terms, while light-based

stemmers under-stem similar terms.
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1. Introduction:

With the growth of shared information in
recent decades, there has been a need for
implementing mechanisms to access specific
information. Information retrieval (IR) systems
are now among these mechanisms. IR is a field
of research that focuses on finding information
from unstructured sources, such as text, which
satisfies information needs, such as user
queries[1]. Standard IR consists of four main
phases: preprocessing, indexing, querying, and
IR[2]. The IR system accepts the user query,
which is a set of words describing the user's
needs, and returns some documents ranked
according to the similarity between the user

5. Discussion
6. Conclusion
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query and the documents' content. The first key
step in an IR system is stemming [3]. Many
factors contribute to IR performance. One of the
most factors that affect the performance is the
stemming [4]. Stemming is the process of
removing the affixes of words to group several
related terms into one index term [5] ; [2]. For
example, the terms "<aS"ktb. "<dSi"yktb, and
"isi"akth can be conflated to the term "<is"ktb
which hold the same concept of the previous
three terms. By indexing the documents using
the stem of the word, several words will be
conflated to one stem, which in turn will save the
space required for IR system and enhance the
computational load of the system [2]. Stemming
has a high impact on Arabic text retrieval [6].
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However, the importance of stemming in Arabic
IR, it still an open issue and need improvement
[7]. Therefore, this paper illustrated the
stemming approaches used in Arabic IR. We will
analyze the approaches and discuss the strengths
and weaknesses of each. This paper is organized
as follows: The first section introduces the topic.
The second section explores the main
characteristics of the Arabic language. The third
section  highlights the significance of
preprocessing and stop words removal in Arabic
IR. The fourth section delves into the various
stemming approaches wused in the Arabic
language. Finally, in sections 3, and 4, we
examine some stemming techniques and report
their effectiveness in conflating similar Arabic
terms.

1.2 Arabic Language Characteristics

The Arabic language is written from right to
left and has twenty-eight characters. The letters
of Arabic language are connected to form words.
Each letter has different shapes depending on its
position in the word, whether it is at the
beginning, middle, end, or separated. Arabic
language is ranked as the fastest-growing
language in the number of internet users [8];
([9]. The Arabic language is rich in vocabulary,
a single root composed of three to five letters can
generate enormous number of words with
different meaning [10]. According to [8], Arabic
has an estimated of sixty billion words derived
from about 10,000 roots, making it a
highly derivational language [11]. For example,
the Arabic root "a&" can generate many words,
such as "asdai" Malle" "alsa" and "ali". These
words can also accept prefixes and suffixes,
adding more words, such as " ," agasiai" | "dalaa
?MA" ,n‘ﬂw" ,vvﬁ_‘un ’uw"l'1 and "?Sl.iﬁ.n"_

2 Literature Review

Preprocessing and stemming in Arabic
information retrieval have been extensively
studied by researchers. This section aims to
provide a comprehensive review of significant
research conducted on addressing these
challenges. The review will begin by examining
various preprocessing techniques employed in
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Arabic information retrieval, followed by an
exploration of different approaches to stemming.

2.1 Preprocessing and Text Normalization

The preprocessing and normalization of text
are essential steps in stemming for any language.
The normalization step involves removing some
letters such as "s" or removing the diacritics and
"hamzah". The preprocessing step involves
removing stop words such as "and", "or", "the",
"for", etc. In Arabic, similar words such as,"J!"'
,",C};" ’"uj‘n ,vaAn and nu_‘;n are removed.
This process improves the performance and
storage capacity according to [2]; [8] ; [12];
[7];[13]. Removing stop words also improve
accuracy [14]. The effect of stop word list
removal in Arabic IR was studied by [15]. He
evaluated three stop word list and reported that
stop word list removal improved retrieval
effectiveness, especially when used with the
BM25 weight. The length of documents can
influence the effectiveness of stop words
removal, and satisfactory results might appear
when removing stop words from long documents
according to [8]. However, the importance of
stop word removal, there is no standard stop
word list in Arabic IR [2]. May be this is because
Arabic stop words can be combined with
prefixes or suffixes, such as the word """
which can appear as" a2 | or " eaie'" Which
represent another challenge [8]. Therefore, to
improve Arabic IR, stop word list need to
include all affix possibilities, and to include stop
words used in different Arab countries[11]. [16]
investigated and found that the best results they
got are obtained by combining Khoja stop word
list with [17] stop word list. To summary, stop
word removal is a crucial step in Arabic IR.
However, a standard stop word list is not
available. Researchers have suggested various
stop word lists, and the effectiveness of these
lists varies based on the dataset used and the
techniques applied. Therefore, selecting an
appropriate stop word list is essential to achieve
optimal performance in Arabic IR.

2.2 Stemming techniques
There are two types of stemming in the
literature. The first type is a rule-based approach
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that involves removing the affixes of the word
based on several word shape rules, but
no linguistic rules are considered. In this
approach, the resulting stem may not have a
proper meaning, and the stem may not be an

actual word. The second approach is
the linguistic ~ approach,  which  involves
analyzing the grammatical structure and

meaning of a word to determine its stem. This
approach is based on linguistic theories and
models that consider the syntactic and semantic
relationships between words in a language. For
example, a linguistic-based stemmer might use
part-of-speech tagging and dependency
parsing to identify the stem of a word based on
its role in a sentence. Linguistic-based stemming
tends to be more accurate than rule-based
stemming. but can be computationally expensive
and may require more linguistic knowledge and
resources. In this research, we will focus on the
rule based stemming techniques as they are used
widely in IR tasks. The purpose of rule-based
stemming techniques is to group similar terms
together, and not necessary to find the accurate
root of the word [18]. Rule-based stemming is
divided into two approaches: root-based and
light-based stemming [19];[20]. The early
experiments of Arabic IR relied on a small
collection of data [8], and the stemming task was
done manually by an expert in the language [21].
[4] is an example of such manually stemming
approaches. However, manually stemming for
an IR taskis not efficient [21]. So, in this
section, we will introduce the algorithmic
approaches to stemming.

2.2.1 Root based stemming.

In this section, we will introduce root-based
stemming techniques. Khoja stemmer [22] is one
of the most famous examples of root-based
approaches. Khoja stemmer removes suffixes,
prefixes, apply set of rules and pattern match
based on word length to adjust the stem, and at
the end it compares the result stem against a list
of roots. [23] proposed a root-based stemmer
that tries to extract the root of the word. This
stemmer has three modules. The first module is
the build  module, which  uses ALPNET
morphological analyzer to generate a list of
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word-root pairs. The second module estimates
the possible prefixes and suffixes of Arabic
words. The third module is the detect module,
which is used in action to eliminate the possible
prefixes and suffixes of input word. [18] propose
a root-based stemmer called the ISRI stemmer,
which is like Khoja stemmer but without using a
root list. This stemmer starts by checking the
word against several patterns based on word
length. When no match is found, the stemmer
then removes specific prefixes and suffixes
based on word length and tries again to find
a pattern match to extract the root. Another root-
based stemmer is proposed by [24]. Their
stemmer is based on 15 steps. The first step in
this stemmer is to check the word length. If it is
greater than three, then the rest of the steps are
applied. If not, the word might be a root or a stop
word. After doing all the modifications in Table
1, the word is checked against several patterns
like the Khoja stemmer with a slight difference.
[25] use a modified version of the Ghwanmeh
stemmer to extract three indexing terms:
stem, verbed pattern, and root. For each word in
a document, the three terms are extracted and
indexed with their frequencies.

Table 1: some of Gwanmah stemmer actions

. Place of -
Action Letter Action Condition
Remove J prefix word > 3
)
Replace with | All the word | word >3
|
6(';3 ‘OS ‘55
Go:l ‘Q\ ‘u4 cuﬁ
Remove | & g el | suffix word >=6
c\j e U c(;é
A b
WJuoJs . B
Remove s e Jlb prefix word >=6
Remove | . ‘¢~ ‘O 1 prefix word >4
Remove J Prefix word >3
Remove &b oeo Suffix word >3
Remove @ Prefix word >3
Remove ) Suffix word >=4

The computation time and the required space
capacity are some of the concerns of this
approach. [26] improved the ISRI stemmer by
adding a rule for words of length two. They
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checked if these words have a weak letter. They
evaluated the improved version on the Quranic
Arabic Corpus and showed that the improved
version can detect the root of length two
correctly compared to the original ISRI. [27]
also proposed a modified version of the ISRI
stemmer by adding several rules to face broken
plurals problem. They evaluated their modified
stemmer on the TREC dataset and showed that
their stemmer achieved remarkable results
compared to ALSR2 and the original ISRI
stemmers.

2.2.2 Light Based Stemming

Light-based stemming is a simple approach
that involves removing certain prefixes or
suffixes from words [11]. [6] proposed several
light stemmers, called light 1, 2, 3, and 8, which
remove specific prefixes or suffixes from words
as shown in Table 2. [28] modified the stemmer
of [29] by adding a word normalization step that
removes stop words and punctuation marks.

Table 2: larkey et.al prefixes and suffixes list.

Stemmer Prefixes suffixes

Light1 i :;ﬂ WJs «d None

Light2 | ::Sj:é‘jb e None

Light 3 b

Light 8 A : “f“s“:’ Qg o

[30] proposed a new stemming technique
that removes several infixes and searches for
equivalent results in a lexicon. [21] introduced a
new light stemmer called lightl0, which
removes the letter " " and the definite article "J"
from the beginning of words and some suffixes.

[21] concluded that even though their
approach is simple, it shows highly effective
results compared to the root-based stemmers. [3]
proposed an enhanced stemmer that tries to
handle the problem of broken plurals by using
two prefix lists, two suffix sets, and a validation
step. [31] proposed the SAFAR stemmer, which
generates several stems for each word and
evaluates the results on a lexicon. [32] mixed the
Khoja and light-based stemmers by using Khoja
stemmer for verbs and light10 stemmer with an
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extended prefix and suffix list for nouns. [5]
proposed the AMIR stemmer, which can remove
infixes along with prefixes and suffixes to
extract the stem of the word. Finally, [33]
proposed a stemmer called D-light stemmer,
which have a list for definite articles, suffixes,
and prefixes. This stemmer applies several rules
based on word length to remove the definite
article and suffixes before removing prefixes as
shown in Table 3. Overall, light-based stemming
techniques are simple and, but they have
limitations in handling complex morphological
features such as broken plurals and infixes.

Table 3: Al-shalabi et.al D-light stemmer rules

Definition Article

Condition Letters to be removed
Word >=7 Jud (Jud Juy
Word >=6 eJl «JW (Jlg JiS Jg Y
Word >=5 WHeed ol A
Word >=4 J
Suffixes Letters to be removed
Word >=8 ¢ 348U cLaali La gas
Word >:7 ”” "AJ‘,’ ’CJA}",’?SU,’ ’es“,’ ,L.Iﬁ"’

’ab‘", ’C»‘S:‘,’ 5#:" ’P'é-i:’,, ’?e_""’ ,ehu”
’es_l"”, ’N‘L”, ’L.I:i", 9‘:)“"3’, 9L€_‘“’, 9?4_'“9,431_}

Word >=6 ol gl ol Al ddg os) ol Laa lag
p, aRy, CRY (A, S agh a8 ala ol
,w,éjlﬁj,ﬁi3,ﬁillﬁ.‘l\ , pd

Word >=5 Qe eQgbeadli g Gy, &) O, O
yOR S, oh b L a8 A g, L
N SN I I TR U Y

Word >=4 T (g @ d ol

Prefixes Letters to be removed

Word >=8 Gl ¢ il 2Ol

Word >=7 , ], Gy, Cld, sl agdl, Al
Gy, CoaS ) Y9, Conidd

Word >=6 CCoa g A8 (b (I (B oy (i

’M\,wjgﬁ’&.ﬂ‘g,%”&u‘ﬁw

2.3 Root based VS Light based.

The pros and cons of light based, and root-
based stemming techniques are discussed in
literature. [34]is one of the early research
projects stated that using the root and light based
is better than using the word in retrieval. They
also concluded in their experiment that both
roots based and light-based work well, but the
root-based work better in high recall levels. [25];
[19] mentioned the same that using light based
in indexing result in better precision, while the
root based perform better in recall. [35]
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evaluated three stemming methods and
suggested using hybrid method for Arabic
language. [16] use the light10 stemmer in their
research and concluded that light stemmer
outperforms ISRI and ETS stemmers. The
discussion continues to involve characteristics of
better stemmer. [21] mentioned two types of
errors in stemming, the weak stemmers fail to
conflate related terms that should be grouped
together, while strong stemmers conflate larger
stems in which unrelated terms erroneously
conflated. [36];[3]; [20]; [37]mentioned the
main characteristics of using root-based
approach and light-based approach. They stated
that using root-based approach led to an over-
stemming problem, which is grouping unrelated
terms to single root. In the other hand using the
light-based causes under-stemming problem
which is the inability to group related terms to
one stem. [38] investigate this case using Lucene
open-source IR with lightl0 and Alkhalil
morphological analyzer and found that the
performance is differ based on the size of the
query. For short queries, the root based got better
results. For long queries, the light-based wins.
[7] investigated the impact of preprocessing
techniques on Arabic classifications and
concluded that stemming still an open issue and
need improvement.

3. Methodology

To investigate the issue of under stemming
and over-stemming problem mentioned in the
literature, we conducted an evaluation test for
several stemmers. The test is made for root based
and light-based stemmers. The tested stemmers
are Khoja, Tashphyne, Assem, Cog, ISRI,
Lucene, Farasa, light8, light10, and D-light.

3.1 Dataset preparation

The dataset used in this test is a collected
dataset of similar terms distributed in thirty-four
classes. The dataset term distribution is shown in
(figure 1). The dataset is available online! in the
following reference [39].

1 The dataset can be accessed on the following link
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Dataset words per Class
IT

no of words

Class Values
Figure. 1: Dataset word distribution

4. Experiments and Results

Two tests were conducted. The first test to
show the ability of stemmers in stemming all
dataset words. The second test conducted to
show the ability of each stemmer in conflating
related terms.

4.1 Test Environment

The test is implemented using python
programming language. Some stemmers were
available online, so we evaluate them against the
dataset and report their results. Other stemmers
were not available, so we implemented them like
light8, light10 and D-light stemmers. A Jupiter
notebook which includes the code and results for
this implementation can be found here?.

4.2 Stemming Ability

4.3 All stemmers, except khoja stemmer, were
able to successfully stem all classes in the
dataset. However, khoja stemmer showed
incomplete stemming for class numbers 17
and 18 as shown in (figure 2).

Khoja stemmer Number of stemmed words per Class
T T

10 1o
9

8 ]

stemmed words

0

0 5 10 15 20 25 30 35
Class Values

Figure. 2: Stemmed classes of Khoja stemmer

2 A jupyter notebook which has the code and details for
this test can be found online in the following link
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4.4 Conflating Ability

Given the dataset's consistent of similar terms
within each class, it is crucial for stemmers to
group each class into the smallest possible
number of unique stems. as shown in (figure 3,
and 4) lucene and khoja stemmers are the best in
conflating similar terms.

Lucen stemmer Number of Unique Stems by Class

=

Unique Stems
PR
=] w [=] [,] [=]

—
(]

Ig1111111g11

-
=

=
n

0.0

0 5 10 15 20 5 El] 35
Class Values

Figure. 3: Lucene stemmer unique stem result
per class

Khoja stemmer Number of Unigue Stems by Class

Unigque Stems
[
[=] w

-
wn

o 5 10 15 20 25 30 35
Class Values

Figure. 4: khoja stemmer unique stem result per class
Additionally, it is worth noting that some
stemmers have conflating ability better than
others. As an example, ISRl stemmer has
conflating ability better than the other stemmers

JAST

(Cog, Farasa, Tashaphyne, light8, light10, D-
light, and Assem). see Table 4, which shows
comparison per class for all stemmers. The
comparison is to show the ability of each
stemmer in conflating similar terms to small no
of unique stems. in general, light-based stemmers
have less conflating ability compared to root-
based stemmers.

4.5 Evaluation criterion

To evaluate the precision of stemmers, we
employed the following formula: (Number of
stemmed words, S — number of unique stems,
U) / optimal value, O. The optimal value
represents the ideal scenario where each class is
reduced to a single root, resulting in a total of
thirty-four roots for the entire dataset. We
calculated the optimal value by subtracting the
number of optimal roots (34) from the total
number of words in the dataset, which equated
to 187 (221-34=187).

4.6 Experimental results

Applying the previous formula to the khoja
stemmer, we obtained a reduction rate of (205 -
46) / 187 = 0.850. Similarly, for the lucene
stemmer, the reduction rate was (221 - 51) / 187
= 0.909. These results highlight the ability of
lucene and khoja stemmers in conflating similar
terms effectively. Table 5 summarizes the results
for stemmed words, unique stems, and reduction
rate produced by all stemmers.

Table 4: Stemmer’s comparison of conflating ability per class

Assem Co Farasa ISRI Khoja Tashaphyne | Light8 Light | D-
G DislizRrt stemmer ster%mer stemmer Ll stemmer stemeer stemmF:ary stegmmer 10g light
1 11 11 11 6 2 4 2 6 11 11 11
2 7 5 5 5 4 4 4 5 5 7 5
3 7 6 6 5 1 3 1 6 7 6 6
4 4 3 3 4 2 2 2 4 3 4 3
5 4 3 4 3 1 2 1 4 4 4 4
6 4 3 2 3 1 3 1 3 2 4 2
7 4 4 3 4 1 3 1 3 3 4 3
8 4 4 4 4 1 3 1 3 4 4 4
9 5 4 4 3 1 1 1 3 4 5 4
10 9 7 8 6 1 3 2 4 8 9 7
11 11 8 9 7 1 2 1 7 9 11 8
12 10 8 9 8 2 6 2 7 9 10 8
JAST Vol. 1| No. 42023 | 318
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31

32

O (UTUOI| WO || |OO|O|W(N|(R~O(hjlONOOY|OY|OT

Q| (O|WO|RO|OARIWOINO | lO|INNO(OO|OT
O(UTTOI|W|O|O|OO|OO|O|W(N|R~ OO NOOY|OH|OT

33

[EEN
o
[EEN
o

34

alBlojw|rwjo|slo|lo|o|w|o|v oMo~ |o o~
I e e e T e e N e N e e e F e T T [V D T N TV T

(NS IENI YIS NI 11 O F5 N P PR PN PN P T BN ENT ES T RN PPN N
N R (PR kRN RN R R R Rk Rk |lw|o|o|w|k |-

oo
[{e]

~NOO|RO|WO O RWOIN|A A lONIO(O|OI|OT

Total

Oiylo|a|a|lo|w|lo|jo|o|a|s|lw|o|w|o|slo|N|No| o

O w|lo|uo|slo|w|lo|b|lo|bMlwo|vo|so|Nlo|o|so

N
N
[y
[EnN
(o]
[EnN
[ee]

168 51

DA ([NO(WOIW|o(OOO|B(WOIN|OIAOIN RS

©
(o]
I
[op]
[EY
(8]

192 219

182

5. Discussion

To investigate more in results, we analyze to
see the produced stems produced by each
stemmer. Table 6 shows the unique stems
produced by each stemmer. The result in this
table shows interesting points. Its clear that
Khoja stemmer and Lucence stemmer results are
identical in most results. Both stemmers produce
similar roots. It is also clear that light-based
stemmers are not the same, but they all do not do
challenging work in stemming. They just
remove some prefixes and suffixes which
success in conflating small cases and make
mistakes in many other cases. For example,
Assem stemmer attempt to remove the "&"
character at the end of the word "&lil" which
result in a stem that does not relate to the original
word.

Table 5: Summary for stemmers conflating results.

Stemmed | Unique | Reduction
ST words stems rate
Lucene 221 51 0.909
Khoja 205 46 0.850
ISRI 221 98 0.657
Tashphyne 221 165 0.299
Farasa 221 168 0.283
D-light 221 182 0.208
Assem 221 185 0.192
Cog 221 186 0.187
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Light 8 221 192 0.155

Light 10 221 219 0.010

The same with Tashaphyne stemmer, which
remove the prefix ™" and suffix "4" from the
same word and result in nonsense stem "J", It
also removes both characters from the term
"d3l”, which result in wrong stem ">w". ISRI
stemmer has a better result in conflating terms;
however, it makes several mistakes can be found
in its section of the result table. For example, it
removes the suffix "as" from the word "asaia"
which result in bad stem "<«", which have no
meaning with the original word. It also reduces
the word "S", which to "w", which also does
not relate to the original word. Cog stemmer in
the other hand do minor changes to the original
word in case the word is long, otherwise, it
leaves the word as it is. For example, in class no
6 when the word was "Las", the stemmer leaves
it as its, but in words "skas" and "Oluas"| it
attempts to remove the suffixes "o and "o",
which result in wrong stem "ues". Farasa
stemmer, also do slight changes to the original
word by removing specific character. One
mistakes of Farasa stemmer is returning the stem
" A" for the word "&Ul". |t also attempts to
remove """ from the word "&" which reduce the
word to the "<" character only. D-light stemmer

JAST Vol. 1| No. 42023 |
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also produce some wrong stems like "al" in class
1, which is a result of removing the suffix "<¥".
Many others shown in the table like "Jaa","cal"
and the original words are "4slea", and "aSial",
Light 8 did not do well, but it was better than
light10 in the reduction rate as light 10 did not
work well in reduction as light 10 only focus on
removing the definition articles, which are

JAST

limited in the dataset used. Although Khoja and
lucene stemmers are good, they also produce
some wrong roots. for example, class no 25. One
of the produced roots by both stemmers is "<u3",
which is not related to the class words. They also
failed in conflating some terms in class no 2. The
words "saliud", and "ssalied", are returned as
they are by both stemmers.

Table 6: Comparison between stemmers in producing the correct stem or root for the dataset

Class Dataset Assem Cog Farasa Lucen ISRI Khoja | Tashaphyne | Light8 | Light 10 D-light
lia Jaal iaf lia 5T s s Jie Jial
i Jai dla dlg dla g Jas g da el Aliaf Jai
i i Bl Dl EYH EN M i Ja
) Sl Aliad liay dila A Aliaa dla dla al
N e e dlics | dSlea dlliaa laa Nl | el e
Aliay Jiay Allaa & sla Jlaa la Mla | dia Sy
. dog | Ju iy Aty | Jas  Jias
clslios | dllea Sliaa Aliad Aliag Jlaa sla
dgle Alen sla diiee | cilslies
las Jlas dlas aslas
dsla dsla
s dllas
) bl il il » 2 Al Al il
S S S S 29 | A N Sty S S S
Al Al Al | el jaliea Rl s Al Al s s 2
Bl | Laliu Ul | salid ki ol o alind B alas Al | aliad
2 PR sl ol o sl
b Al | gaabtice
s _aliud Alad
o saliud
pia oo oo o K o K [ RS
o L e ) gl e pa p | g
aSaie ASial Ca) | Alial aSiaf | alSal alSial ca aSadia aSale | alSia) cal
3 plSia) aSial plsal pleal plsia aSial aSial
eLSA\ PISA ?Lsﬁa\l\ ?LSA\
alsal
g g i) i) ss e s i L&
5 L it e 5 L paiiedd g% paciiads L L Jhi)
4 Jh."&:u.u )*.:Iu.u\ s Jh."ﬂ:u.u JL..':.:\...M beuu 5 JL&'&.M\
';..-.. ”z--» *;.... "x-vv Jm
v N -
Jaii Jhasia Satiiv Jatiu Jual Suai Sual Saiiu Jativ
Jhativ Jhasiv Juaiiu Jlaiiv el Juatiul Jratiad Jratiad
5 Sualiny Jualia} Sualivy Sualial Sl Jualinys | Juaiid Juaiivl
ALl Sualiaal Sualing Jualioy
Sualind Alaling
Lac Lac Lac s - Lac (s Lae o Lac
slas s oas s ) dizs ) s s Las
6 Olas oS s (s slac
(s Oluas
‘L’J.AG
4l £ s 4 o5 P 05 5 445 s
7 o5k e S (X A% S Foosb | e S
Af Af & Ad 48 “ 48 48 &
U4 U4 U4 Ss
A sk A sk e wals wass ek was was a5k
8 o pa | pab pag | vab pag | uek pag wass uad e wasky | gad e
dual £ walg oalg wal g s oal g e e oal g
JAST Vol. 1| No. 4|2023 | 320



https://journals.su.edu.ye/index.php/jast

JAST Al-Khulaidi, and Yaseen
Class Dataset Assem Cog Farasa Lucen ISRI Khoja | Tashaphyne | Light8 | Light 10 D-light
ues ues
el dual g
9 & &5 & &5 e & o
& & & &
Aad) Aad)
= o= = o= o= = = N o=
lay s o e i | v e pay |y |l
e e e plaa plaa S L VS
e pria plaa | e plaa plaia e | e pla3
10 s plas plaa plas A | e Ju
plaa i plaa polas pea | olaia
o o |
dalaa dalaa
BEY] J\a JAa JAa) JAa Jaa JAa J\a J\a
JAa Jdeda JAa JAa JAa 15 EN] JAa JA JA | Jeda JAa
PEN dalae Jase b dada Jgda Jdeda das das | Jala Jase
Jida Jsda | dida JAN | Jhae Jsda | JAa Jsdaa Jide Sas | M Jida Ay
Jad) JAlsa sMA | JA JAlae Juda BEIN Jeda | Jeda 15 EN]
Jida 5 EX I Juda Jada JAda
11 Al eMal £3A JAlaa JAlaa
L) Jaa Jaa
dia | dada
IS EN) £DA
LN EX)
[PLEY]]
FEY FEY Y A PR Y FPES FEY IFEY
GiA Uil | disd dldy | W dilay Gila A e S TS TS Gl | s dilay
Bla Cigdia | cigdie BIA igh ) Wi Gigd ) i siia iy iy i sidia
Oty | Al @ld | dldd) s i gddia Y TES TS I PEQ W EG N T ES
i gadia il ] TN i HES LES [LES ]
12 Gilas) cais P i gA HEL i LA RYCEY PR
Al HEY T s Cgida
AT Py HEG] ES
TS I E]
< gAs
A A SR <A <A SR SR SR <A
CUR Gl | QR CUR | QUR U IR U Ut QR A CRA | QR Qg
13 u)d-u ‘-ue-u ‘—uo-u -ua-u SHA ] ] ‘-ua-w
G g G g IR IR cuugs
e e
S S
gl Gighi &gl gl &gl &l &g &gl &gl
gl digl gl gl Hy Q! ) &igli Qi | Gty &
Giglly | Cusli Giplly | Cugli iglly Sigliy il gl il | sl Gyl
14 Lol Cuoli cugl gty Sl
L ghgli Lol Cuy gl Lol
Lt ol Ol L sl
ofsh | bl
s lasiu ¢ lasi) s s i ¢ i sy slisiud sliiud LA o)
PCU N IS-U R VI NS PR ¥ 0 B T sl Ay | Ay A syl Ay Y s liyin) g liyin) Y
Y gl el | Cigiwa ol sldg sy & Y] Y eld
15 sl sl sl (b s sld b ot i gl
LY sl i gl sty s& sy
i sy Cigiea | Agiae
s\dy £\dy
Ge Ge [P Ge e Ge cac Ge Uc
| gis s | gis i) slic) s s sy | ke slis) dis)
ic| iny slic| e | sl iy

321

JAST Vol. 1| No. 42023 |



https://journals.su.edu.ye/index.php/jast

Al-Khulaidi, and Yaseen JAST
Class Dataset Assem Cog Farasa Lucen ISRI Khoja | Tashaphyne | Light8 | Light 10 D-light
e i i e el | e
adc) sliel cudel | diay slisl PRI Cuis) | ddsd
g iy sl slie) slie) g
i slis) iy slic)
ARG RN - N -
slad ol | plad (aby | slad el | Rd  slad (b oaly oad rd b | plad (b
@ald el | ald (bl | bl Gabl | Al ald s b sliab oaky @y | pald bl
Wabduad | o oadl b sLzb sl | Lab b
17 sl Lld o Lald ol el
Liad dua e Al ald
Lld Lld
ladal il il il CX < w5 Gladia ladal
e - Gaaiud Gt | oo Aal | o ol [ A e | e g Glaiul Glaiul -
el | cue Q) | e Gl ey e en Y Galey | cmbia | e Glal
cal i) ) | oadial al i) e Guaa [ nEY Aalal | eada) al
e N e e it ) EX e e e | Sl Gl
18 e il <) s Caiu ) ) [l
Al cilaa e L
RN Sl Sl
sl s <l
<5 Al
pAa o faa p A piaa | ajal ajiaa prina plal plsl pfaa
19 s pA afy pA p s asia praa praa pA i
pA pA pAxy
[ Aan
Ol Ol ual Ol (e wal Crn Lua BN
Gua Guaa | Gua e | G Guaa | Gua G Qe G ol Gheal | Gua una
Cmanl el G Cmanl e o Grna Grna il
20 Cpanin) i) Cmadad) | Cpuntia (i N N
Olealic) alial Olealiv) walal Cyal Cyn
il il
il Ol
Juea Juea Jlea Juea Ja Jaa Jaa Jlea Jdlea
21 Adsan e e
ke Al
ke
Adlll addal ikl ikl ik il il il il
Adlalic) Cilalin Cilali Cilali) Cilalin Gillal Adghat Cilali
22 adld, Cille il ik il il | Adkalil il
AdkNa il ikl il by | Adkbiog il
cilMa AdlaMy
4dkda
Y S [ S ) P ajh S il
iy b iy b ik iy b iyl ik ik iy b
23 4 i i i i i iy iy 5 i
il | Ad
Al Al il Al S S S A il
arieu ariua arieua i ariua i i ariaa
SJAI:\MM JLAI:IM\ JLA!:\M‘ JLA’:IM\ Juﬂ“.\ M M JLAIl\.n\
24 & panisa G raaiey Jhaxial | b paria
O sariia [LA VY LY
Jlaxial i
Oty et
Sy iy
25 O On o~ oy Ox oy =t Ox | O L
Ol

JAST Vol. 1| No. 42023 |

322



https://journals.su.edu.ye/index.php/jast

JAST Al-Khulaidi, and Yaseen
Class Dataset Assem Cog Farasa Lucen ISRI Khoja | Tashaphyne | Light8 | Light 10 D-light
G L Ol i L s gl | (Al
ally (Al o ] 4, o U o by
al ok Ol ok ol
o b
g G Gl lis ds b Sy GG | s Qs
s e cilsa s e o s QUS| iSe Gilka
26 4% Giilsa S| i Gilka dsa ke S| qas s
il s s e il Hila
= iSa A
) s s
S A S A S S S A ) =Sy =Sy sy S A
SI A S S Sy | Sl Sy GuS) A Sy SIA ) S A S A S
S) s ) A Sl A 48 sia sl A S S Sl
27 il 5 &S) fa <S8! e S) fia ) A SI A SIAa
48 sia LS A S A <S) fa S) Aa
Glus A
48l e
S ke | A jUaie | e S JMaia Bk SMale | BLy S
o kL, SBly Al AU A Ml oldad | il it
28 o BULe | i BULe |l BlSe | i il =N S o Ly S
S i A iliie Sl Bl
i i S
ddas
Al Gl e Gl G G G glaa Gl
29 JLYEN P VESR g PEN R VENR g PEN I PEN aal Aaa JPCYEN PN é}.«; 43}.«; aal Aaa
G e e
N Gaal
A g Jdsgm Jdsg Je Je e g Jdsg Jdsg
Jem Je e Jeedind e Jg A g Jee
30 ey Jepaial Jdion Jgudisa sy Jg g iy
Sl Sl Jhgeiat Ol | g | Jgouticna it
Sl | Jlgouaiaal
] sl i sis) sl S S S s G gis)
iy iy iy il yie ) il jis i e G jie iy
il e il e HE o fiaa i fira i iy o ey HE
31 i e i fixa i jixa Gilgel | il gie) i fixa
tre i yiaa o fina
( sl
s @ ) w2y et et et et w2
Ay s | LAY VAY | e LA Hpay vas La (@ (say w2 ey | e vas
ey Lay Lagl La | Lagl 4lay day way Lay ol s | vay 9 La
slag) way) Lay &9 daay Aa
32 lagl 4ay Lay | 4ba
slag Lilag uay) Lay) sl g)
Lay Lla gl
Wla
sla
i g5 i g5 b g5 b g5 b g b b g b g i g5
b gl b gl b gl b g b i g i g b g b g b gl
b gia b gia b gia b gia (i i gia b gl b g b gia
Cigdy ably | agd Bl a8 | aghy adly ity i giaca il g | Cagd 2B
33 i ga il db) ga agd i ga i gd a8 a8 | a8 (38 ga
] s b i) g i i) 3a gy | g ¥
e a8 Py a8} ga a8} ga
L L PR b
L

323

JAST Vol. 1| No. 42023 |



https://journals.su.edu.ye/index.php/jast

Al-Khulaidi, and Yaseen JAST
Class Dataset Assem Cog Farasa Lucen Khoja | Tashaphyne | Light8 | Light 10 D-light
R A R A B R A IR JA A RS
SO | B | 8 SR 288 28 BB RA A | A
DA A NA A JA BTeL S| A A
MA IR oA QA DA JA | LA DA A
34 A SAT A A BB I A J\gg
JR R QW LA
S8 JAR [ A
SE IR DA g
@y A R O
ayp

6. Conclusion

In conclusion, this paper highlights the
importance of preprocessing and stemming for
Arabic IR. The study provides a comprehensive
analysis of the existing literature on Arabic
preprocessing and stemming techniques,
identifying their limitations and challenges. The
results of the study indicate that root-based
stemmers work well in conflating similar terms
and reducing the required space for indexing,
however they still have some limitations in
stemming some terms, but they are better than
light-based stemming techniques. The light-
based stemmers in the other hand do small effort
in conflating similar terms and most of the time
they return the original word or do small
modification to it. The findings of this study
underscore the need for continued research in
this area to overcome the challenges posed by
the language's complex morphology to enhance
the Arabic IR. Future work will include
evaluating the effect of stemmers in the retrieval
results.
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