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ABSTRACT

Microarray technology produces data with a large number of dimensions. The abundance of dimensions in the
data makes it challenging for machine learning algorithms to extract meaningful information from it. To overcome
this limitation, feature selection (FS) techniques can be applied to reduce the dimensionality of the data. FSis a
crucial preprocessing step that allows for the handling of high-dimensional data and facilitates more effective and
efficient processing. The primary objective of this paper is to develop an efficient FS method that can effectively
reduce the dimensionality of microarray data. The Technique for Order Preference by Similarity to Ideal Solution
(TOPSIS) is utilized in the first filtering stage to extract informative features. The best feature subset is then
determined by using a Particle Swarm Optimization (PSO) algorithm as a wrapper feature selector to identify
ideal features. The proposed approach is evaluated using microarray datasets from the Alzheimer’s Disease
Neuroimaging Initiative (ADNI) and compared with other algorithms. The experimental findings indicate that the
proposed approach outperforms the benchmark methods in terms of classification accuracy.
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1. INTRODUCTION into three groups [5]: filter methods, wrapper methods,

and hybrid methods. Filter methods play a fundamental
role in selecting relevant features from high dimensional
datasets. They operate independently of any specific
learning algorithm, and they are designed to evaluate the
features based on their statistical properties. Commonly
employed statistical measures, such as correlation [6],
information gain[7, 8], or chi-square, are utilized by filter
methods to assess the relationship between each fea-
ture and the target variable. Filter methods offer several
advantages, including computational efficiency and be-
ing easily understood and interpreted. However, filter
methods may not capture the complex interactions be-
tween features. As a result, it is often useful to combine
filter methods with additional feature selection methods,
such as wrapper or embedding methods, to enhance the
comprehensive selection of features. Whereas, wrap-
per methods incorporate a learning algorithm as part
of the feature selection process [9]. Wrapper methods
utilize a search algorithm, such as a genetic algorithm

Numerous difficulties with microarray datasets make
analysis and interpretation more difficult. One noticeable
problem is the massive dimensionality of these datasets,
where the number of genes significantly exceeds the
number of samples available. In addition, the problem
gets worse with redundancy and noise in the dataset.
This high dimensionality can cause modeling and an-
alytical challenges, as well as reduce the efficiency of
machine learning algorithms and suffer computational
costs when combined with noise and redundancy [1-3].
As such, it becomes necessary to reduce the number of
features in order to handle the high-dimensionality issue
[4]. One way to address the challenges caused by high-
dimensional data is to employ dimensionality reduction
techniques, specifically gene selection, also known as
feature selection. Feature selection techniques play a
crucial role in addressing these challenges by selecting
the most relevant features from the high-dimensional
dataset. Feature selection approaches are classified
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[10, 11] or a recursive feature elimination [12], to explore
different subsets of features and evaluate their impact
on the predictive performance of the chosen learning
algorithm. The literature has presented a number of hy-
brid approaches for addressing optimization issues. For
example, in [13], the researchers developed a hybrid ap-
proach that combined Differential Evolution (DE) and the
Artificial Bee Colony (ABC) algorithm. Similarly, in [14],
a hybrid metaheuristic method was presented for cancer
classification tasks by combining the gravitational search
algorithm (GSA) with the teaching-learning-based opti-
mization (TLBO) algorithm. In order to address global
optimization issues, While Wang et al. [15] developed
a hybrid technique that combines Gravitational Search
Algorithm (GSA) and Particle Swarm Optimization (PSO)
Algorithm. To overcome the limitations of the Simulated
Annealing (SA) algorithm, Gheyas et al. in [16] presented
a hybrid approach that combined SA and GA, aiming to
escape from local optima and increase the overall opti-
mization performance. These hybrid approaches provide
notable improvements in optimization efficacy and ef-
ficiency by utilizing the complementary characteristics
of different algorithms. Researchers in [17] propose a
novel explicit representation scheme, a feature grouping
strategy, and a size-adaptive expansion approach in a
new ESAPSO algorithm, which demonstrates improved
classification performance and computational efficiency
over state-of-the-art algorithms.[18] propose a new par-
ticle swarm optimization (PSO) variant called ISPSO
that integrates information gain ratio to assess feature
importance and partition the feature set into groups to
establish the initial population. ISPSO also replaces the
traditional PSO velocity concept with a probabilistic ap-
proach and introduces a penalty term to enhance the
algorithm’s ability to achieve superior feature selection
results. The majority of the hybrid feature selection tech-
niques available in the literature employ a combination
of one filter method and a wrapper method. Each filter
method typically focuses on a specific characteristic of
the dataset. As a result, it would be advantageous to
combine many filter methods with a wrapper method.

To the best of our knowledge, the efficacy of the Parti-
cle Swarm Optimization (PSO) algorithm in solving fea-
ture selection problems as a hybrid feature selection
method has not been extensively studied in the existing
literature. Therefore, the primary aim of this research
paper is to develop a novel hybrid feature selection ap-
proach by integrating four distinct filter-based methods
with a PSO algorithm. The proposed methodology uses
the Technique for Order Preference by Similarity to Ideal
Solution (TOPSIS) to identify informative features within
the gene dataset. Subsequently, Particle Swarm Opti-
mization (PSO) is employed as a wrapper strategy to find
an optimal feature subset. The structure of the paper is
organized as follows: Section 2 provides an overview of
the essential concepts and techniques employed in this

paper. Section 3 presents the proposed hybrid feature
selection method in detail. Subsequently, Section 4 dis-
cusses the experimental setup and presents the results
obtained from the conducted experiments. Finally, in
Section 5, the work is eventually concluded with a sum-
mary of the findings and recommendations for further
research directions.

2. PRELIMINARIES

2.1. MULTI-ATTRIBUTE DECISION MAKING
(MADM)

Multi-Attribute Decision-Making (MADM) techniques
have emerged as popular tools for addressing decision-
making scenarios that need the examination of different
alternatives. Among these techniques, the Technique for
Order Preference by Similarity to Ideal Solution (TOP-
SIS) is a well-known and commonly used methodology
in the related literature. The TOPSIS method provides a
quantitative approach to assessing feature significance
within a dataset. TOPSIS accomplishes this by measur-
ing each feature’s performance against two hypothetical
scenarios: an ideal solution and a negative-ideal solu-
tion (worst-case scenario). This evaluation process is
mathematically formulated in Equations 1 and 2. The
ideal solution represents the characteristics that are most
desirable for a feature, while the worst-case scenario rep-
resents the least desirable characteristics.
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=

The relative closeness to the ideal point can be calcu-
lated by Eq 3.

S:
Cip = ——
i+ Siv +5i_ (3)

2.2. PARTICLE SWARM OPTIMIZATION (PSO)
ALGORITHM

Particle Swarm Optimization (PSO) is a population-
based metaheuristic optimization technique. In the PSO
algorithm, each solution is referred to as a "particle.”
These particles form a swarm, usually represented by
N, and navigate a D-dimensional search space. The
algorithm starts by randomly initializing a population of
particles in the search space. Each particle represents
one potential solution. Each particle maintains informa-
tion about their current position and velocity. Additionally,
PSO incorporates memory mechanisms: each particle
tracks its personal best position (pbest), which repre-
sents the best previously visited position of the ith par-
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ticle. Furthermore, the swarm maintains a global best
position (gbest), which is the best solution found by any
particle during the current iteration. During each iteration,
particles update their velocities and positions based on
their individual experiences (pbest) and knowledge of
the global optimum (gbest), as formulated in Equation
4,5.

V(] =v[] + c1 x rand() *
c2 x rand() *

(pbest|[] — present[])+

(gbest]] -

Present[] = present[] + v]] (5)

present|]) )

Where:
V[]: is the particle velocity.
Persent|[]: is the current particle (solution).
Pbest(]: is the best value for which particle has reached
this moment.
gbest|[]: It represents the best value within the swarm.
rand(): is a random number between (0, 1).
c1, c2 are learning factors usually ¢1 = 2 = 2.
As the iterations progress, particles move through the
search space, gradually converging towards promising
regions that potentially contain optimal solutions. The
algorithm continues until a termination criterion is met,
such as reaching a maximum number of iterations or
achieving satisfactory solution quality.

Algorithm 1: pseudo code of Proposed Model

1 Load dataset
unknown threats .
2 Apply preprocessing data (transformation,
standardization)
3 Use (TOPSIS) as a filter method for extracting
4

informative features
Select the highly informative subset of genes from
TOPSIS result as population for pso
algorithm
5 Initialize the population p, maxiter, position and
velocity
6 For each particle
7 If the fitness value is better than its personal
8
9

best
If the fitness value is better than its personal
best
set current value as the new pBest

Choose the artlcle W|th the best fitness
ue of all as gBest

12 For each particle

13 Calculate particle velocity according equation
4

14 Update particle posmo)n according equation
5

15 nd

16 While maximum iterations or minimum error

criteria is not attained
17 Return gBest as optimal features.

3. METHODOLOGY

The proposed methodology’s architecture is illustrated
in Figure 1. Additionally, the pseudo-code has been out-
lined in algorithm 1. The workflow begins with the use
of the Technique for Order Preference by Similarity to
Ideal Solution (TOPSIS) as a filtering mechanism. TOP-
SIS identifies a subset of informative genes within the
dataset. Subsequently, the Particle Swarm Optimization

(PSO) algorithm refines this initial selection. PSO takes
the gene subset obtained from TOPSIS as input and
iteratively searches for the optimal subset of features. A
detailed explanation of this two-stage process is provided
in the following subsections.

3.1. PRE-PROCESSING OF GENES USING
TOPSIS

Four popular filter methods have been used to extract
a subset of highly informative features from a given
dataset. These methods, namely ReliefF, correlation-
based, ANOVA, and information gain, collectively explore
various aspects of the dataset. Each filter method is ap-
plied to the dataset, with equal weight. Based on the
experimental results, the optimal weight distribution was
determined to be 0.3 for each of the four filter methods.
Consequently, the weight values were set as follows: w1
= 0.3, w2 = 0.3, w3 = 0.3, and w4 = 0.3. This equal
weighting scheme was adopted to ensure that all four
filter methods contributed equally to the overall feature
selection process[19]. Consequently, based on the re-
sults of the filter methods, rankings are produced for
each feature in the dataset. These rankings serve as
alternative inputs for the subsequent TOPSIS technique,
which is used to get each feature’s final ranking. The
resulting ranking is then utilized as the input for the sub-
sequent wrapper-based feature selection technique. At
this stage, a matrix is formed, comprising the rankings
of each feature according to the four filter method. This
matrix is treated as the decision matrix for the TOPSIS
method, as visually represented in Figure 1. To identify a
subset of genes that demonstrate high informativeness,
the top 50% of ranked genes are partitioned into distinct
segments with varying lengths. Subsequently, a neu-
ral network is employed as the classification model to
evaluate the accuracy of each segment. The resulting
classification accuracies for each segment are presented
in Table 1. The segment exhibiting the highest accuracy
is selected as the top segment, which is subsequently
utilized as the input for the subsequent wrapper-based
feature selection technique paper. Finally, the best parti-
cle is returned as the final solution.

3.2. FEATURE SELECTION USING PARTICLE
SEARCH ALGORITHM

At this stage of the analysis, the top-ranked features
are further reduced to select an optimal subset of fea-
tures. To accomplish this, the Particle Swarm Optimiza-
tion (PSO) algorithm is employed. The results obtained
from the TOPSIS analysis serve as the initial popula-
tion for the PSO algorithm. In the second step, particles
are randomly initialized using discrete representations,
where each particle can assume values of either 0 or 1.
The value 1 means the selection of the desired feature,
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Figure 1. Overall architecture for the proposed approach

and 0 means not selecting that feature. Furthermore,
the position and velocity of each particle are randomly
initialized. Moving forward to the third step, the initialized
particles are evaluated based on objective functions. The
objective function is formulated to enhance classification
accuracy. A neural network is employed as the classifi-
cation model to calculate the classification accuracy of
each solution at each iteration of the PSO algorithm. The
objective functions are defined according to Equation
6, as provided in the paper. Finally, the best particle is
returned as the final solution.

4. DESIGN OF EXPERIMENTS

In the experiments, the proposed method’'s perfor-
mance was evaluated using genetic algorithms (GA)
and ant colony optimization (ACO) as benchmark tech-
nigues. The experiments involved the utilization of the
ADNI dataset, which consists of publicly available high-
dimensional microarray datasets and can be accessed
at the following URL:https://ida.loni.usc.edu/login.jsp#74.
A summary of the datasets employed in the experiments
is provided in Table 2. Furthermore, comparative re-
sults achieved by the proposed feature selection method
alongside those obtained from alternative approaches
is provided in Table 3. The proposed method was im-
plemented using Python 3.7, and the simulations were
executed on a computer system equipped with an Intel
Core i7 CPU and 8 GB of RAM. The effectiveness of
the proposed feature selection method was assessed
through the utilization of the neural network functional-
ity available in the TensorFlow library. TensorFlow is
an open-source platform for building and deploying ma-
chine learning models, particularly large-scale neural
networks. It was developed by Google’s Brain team. The

Table 1. The classification Accuracy of each segment

Segment|Segment|Segment]Segment|Segment|Segment
No. 1 2 3 4 5
95.23 | 95.45 | 96.23 | 87.83 | 81.81

Acc

Table 2. Dataset Description

Number of SNPs(Features)Number of SNPs(Features)

620,901

Number of Subjects(Sample) 818 patients

818 patients

Patients Diagnosis(Number of Classes)

NC, AD

Dataset size

26 Gigabyte

performance of the proposed model is evaluated using
Equation 6.

FP+FN 6)
FP+FN+TP+TN
The classification accuracy of each segment recorded in
Table 1 as below:

As indicated in Table 1, Segment 3 demonstrated
the highest accuracy rate among all evaluated subsets.
Consequently, it was determined to be the optimal subset
for the subsequent analysis. A detailed description of the
dataset employed in this study is presented in Table 2.

A comparative analysis of the proposed model and
alternative algorithms is presented in Table 3. As
illustrated in Table 3 and visually presented in Figure 2-4,
the proposed model exhibits a significant improvement in
classification accuracy compared to the benchmark algo-
rithm. The model achieved an accuracy rate of 94.58%
compared to 84.68%for GA algorithm and 83% for ACO.
The superior performance of the proposed model can
be attributed to two primary factors. Firstly, the TOPSIS

fi1(x) = Erorr rate =
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Table 3. Comparison of our approach with other algo-
rithms

Metaheuristic approachesjclassification accuracy (CA)
Proposed approach 94.58%
GA 84.68%
ACO 83%
All 65%

method employed in the model effectively explores di-
verse dataset characteristics, enabling the extraction of a
highly informative feature subset. Secondly, the inherent
capability of the PSO algorithm to skip from local optima
contributes significantly to the model’s enhanced perfor-
mance. These findings strongly suggest the superiority
of the proposed model for the feature selection.
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Figure 4. Result of Ant Colony algorithm

5. DISCUSSION AND RESULTS

Table 3 presents the comparative results achieved by
the proposed feature selection method alongside those
obtained from alternative approaches. As shown in the
table, the proposed method outperforms other algorithms
in terms of classification accuracy. It's possible that the
proposed method’s superiority comes from the fact that
it employs four distinct and trustworthy filter methods as
a preprocessing step, in contrast to other algorithms that
only use one method for dataset preparation. By using a
variety of filter techniques to enhance the quality of the
chosen features before the wrapper method uses them,
the proposed method effectively enhances the quality of
the selected features before they are subjected to the
wrapper method, thereby leading to improved classifica-
tion accuracy.

6. CONCLUSION

This paper presents a new hybrid feature selection
method that employs a wrapper technique in addition
to four other filters. Results from this research show
that the overall ranking that results from combining
these four filters is better than the results from using
each filter separately. PSO algorithm is proposed as a
wrapper feature selector to identify ideal features. The
ADNI benchmark microarray dataset was used in the
testing and comparison of the proposed method with
another popular algorithm. The experimental findings
demonstrate that the proposed feature selection method
achieves superior classification accuracy compared
to existing benchmark algorithms. This performance
improvement suggests that the proposed method is a
well-suited and potentially efficient technique for feature
selection in the context of microarray data analysis.
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